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Abstract
We present the results of a performance evaluation of link layer
error recovery over wireless links. Our analysis is based upon a case
study of the circuit-switched data service implemented in GSM dig-
ital cellular networks. We collected a large set of block erasure
traces in different radio environments, with both stationary and
mobile end hosts. Our measurement-based approach gave us the
unique opportunity to derive real-world models of the wireless link.
We show that the throughput of the GSM circuit-switched data
channel can be increased by using a larger (fixed) frame size for the
reliable link layer protocol. This yields an improvement of up to 25
percent when the channel quality is good and still 18 percent under
poor radio conditions. Our results also suggest that adaptive frame
length control could further increase the channel throughput. In
general, our case study shows that design alternatives that rely on
pure end-to-end error recovery fail as a universal solution to opti-
mize throughput when wireless links form parts of the end-to-end
path. In many cases, it leads to decreased end-to-end throughput, an
unfair load on a best-effort network, such as the Internet, and a
waste of valuable radio resources (e.g., spectrum and transmission
power). In fact, we show that link layer error recovery over wireless
links is essential for reliable flows to avoid these problems. 

1. Introduction
The Internet is evolving to become the communication medium of
the future. It will not be long before the last circuit switch is taken
out of service and virtually all people-to-people, people-to-
machine, and machine-to-machine communication are carried in IP
[44] packets end-to-end. The tremendous recent growth of the Inter-
net in terms of connected hosts is only matched by the similar tre-
mendous growth of cellular telephone subscribers. While most
hosts on today’s Internet are still wired, the next big wave of hosts
has yet to hit the Internet. We believe that the predominant Internet
access of the future will be wireless. Not only every cellular phone,
but every thing that communicates will have: (1) an IP protocol
stack and (2) a wireless network interface.

It is well known that the performance of reliable transport protocols
such as TCP (Transmission Control Protocol) [1], [45] may degrade
when the end-to-end path includes wireless links. This is due to
non-congestion related packet losses on the wireless link causing a
network-limited TCP sender to underestimate its share of the bot-
tleneck link’s bandwidth. However, related work has mostly
focused on the problem that wireless links cause for the congestion
control scheme used in most implementations of TCP. Employing

a link layer error recovery scheme over the wireless link remo
this problem. Furthermore, our previous work [32], [33] shows th
for the case of TCP and at least in some wireless networks - inc
ing the one we study in this paper - the potential problems that m
result from competition between end-to-end and link layer er
recovery do not exist. Motivated by this result, we study link lay
enhancements that further increase application layer through
while minimizing the consumption of precious radio resources li
transmission power. The latter is of particular importance for b
tery-powered mobile devices. We then quantify the benefit of li
layer error recovery by evaluating the performance of pure end
end error recovery for comparison purpose.

The key premise for our analysis is that we assume the model 
network-limited bulk data transfer based on a reliable end-to-e
flow (e.g., TCP). This is a valid assumption given the concept
flow-adaptive wireless links introduced in [31]. A flow-adaptive
implementation of a link layer error recovery scheme can perfo
the flow type differentiation required to identify reliable flows. Thi
ensures that link layer error recovery does not interfere with del
sensitive (usually unreliable) end-to-end flows (e.g., UDP (Us
Datagram Protocol) [43]). The attractiveness of link layer solutio
over approaches that require access to the transport layer head
the network (e.g., [3], [4], [5], [10], [11], [15], [22], [29], [34]), are
their independence from transport (or higher) layer protocol sem
tics and the possibility of co-existence with any form of netwo
layer encryption as proposed in [28]. 

The analysis presented in this paper is based upon a case stu
the circuit-switched data service implemented in GSM (Global S
tem for Mobile communications) digital cellular networks. Ou
measurement-based approach gave us the unique opportuni
derive models of the wireless link that capture the aggregate of r
world effects like noise, interference, fading, and shadowing. T
is a key advantage as an unrealistic error model of the wire
channel can completely change the results of a performance an
sis leading to non-optimal design decision. For wireless system
is therefore particularly important that prototypes are develop
early in the design process so that measurement-based perform
studies can be performed. Our analysis approach also provide
with new insights into how the current system can be optimiz
and suggested techniques that can be used to design future wir
links. The fact that GSM has been deployed globally and is in wi
spread use, highlights the relevance of our results.
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The rest of this paper is organized as follows: Section 2 provides
background on the circuit-switched data service implemented in
GSM; Section 3 describes the measurement platform we developed
to collect block erasure traces, and explains our analysis goals,
assumptions, and the methodology we used for our trace-based
analysis; Section 4 presents and discusses our measurement results;
Section 5 discusses related work and relevant design considera-
tions; and Section 6 closes with our conclusions and plans for future
research.

2. Circuit-Switched Data in GSM
GSM implements several error control techniques, including adap-
tive power control, frequency hopping, Forward Error Correction
(FEC), and interleaving. In addition, the Circuit-Switched Data
(CSD) service provides an optional fully reliable link layer protocol
called Radio Link Protocol. We briefly describe the latter three con-
trol schemes as implemented for GSM-CSD using Figure 1. More
details can be found in [38].

GSM is a TDMA-based (Time Division Multiple Access) circuit-
switched network. At call-setup time a mobile terminal is assigned
a user data channel, defined as the tuple (carrier frequency number,
slot number). The slot cycle time is 5 milliseconds on average,
allowing 114 bits to be transmitted in each slot which yields a gross
data rate of 22.8 kbit/s. The fundamental transmission unit in GSM
is a data block (or simply block). The size of an FEC encoded data
block is 456 bits (the payload of 4 slots). In GSM-CSD the size of
an unencoded data block is 240 bits resulting in a data rate of 12
kbit/s (240 bits every 20 ms).

Interleaving is a technique that is used in combination with FEC to
combat burst errors. Instead of transmitting a data block in four con-
secutive slots, it is divided into smaller fragments. Fragments from
different data blocks are then interleaved before transmission. The
interleaving scheme chosen for GSM-CSD, interleaves a single
data block over 22 TDMA slots. The benefit is that a few of these
smaller fragments can be completely corrupted, while the corre-
sponding data block can still be reconstructed by the FEC decoder.
The disadvantage of this large interleaving depth is that it intro-
duces a significant one-way latency of approximately 90 ms. This
high latency can have a significant negative effect on interactive
protocols, as discussed in [31].1 

The Radio Link Protocol (RLP) [17] is a full duplex HDLC-derive
logical link layer protocol. RLP uses selective reject and chec
pointing for error recovery. The RLP frame size is fixed at 240 b
aligned to the above mentioned FEC coder. RLP introduces
overhead of 48 bits per RLP frame yielding a user data rate of
kbit/s in the ideal case (no retransmissions)2. RLP transports user
data as a transparent byte stream (i.e., RLP does not “know” ab
PPP frames or IP packets). It is important to note that, although R
usually provides a fully reliable link, data loss can occur if the lin
is reset. This can have a severe impact on higher layer protocol 
formance as shown in [32]. 

3. Analysing Block Erasure Traces
In this section, we describe the measurement platform we de
oped to collect block erasure traces. We then explain our analysis
goals, assumptions, and the methodology we used for our tra
based analysis. The measurement platform is basically the sam
the one used in [32] to study the interactions between TCP 
RLP. 

3.1 What is a Block Erasure Trace?
In wireless networks that do not employ FEC, the error characte
tics of the wireless channel over a certain period of time can be c
tured by a bit error trace. A bit error trace contains informati
about whether a particular bit was transmitted correctly or not. T
average Bit Error Rate (BER) is commonly used to describe a
error trace. The same approach can be applied to networks thado
employ FEC, as in GSM, but on block level instead of on bit lev
Hence, a block erasure trace contains information about wheth
particular data block was transmitted correctly or not. Likewise, t
average BLock Erasure Rate (BLER) is commonly used to desc
a block erasure trace. 

It is important to emphasize that the error characteristics we h
measured are only valid for the particular FEC and interleav
scheme implemented in GSM-CSD (see Section 2). Neverthel
this data service has been deployed globally and is in widespr
use. As such, we believe that our results (see Section 4) provide
ful insights into how the current system can be optimized, and a
suggest techniques that can be used to design future wireless l

3.2 Measurement Platform
The architecture of the measurement platform we have develo
to collect the block erasure traces is depicted in Figure 2. A sing
hop network running the Point-to-Point Protocol (PPP) [49] co
nects the mobile to a fixed host which terminates the circu
switched GSM connection. Various tools can be used to gene
traffic on the link (e.g., ping  as described in [51]). In order to col-
lect block erasure traces, we have ported the RLP protocol im
mentation of a commercially available GSM data PC-Ca
(Ericsson DC23) to BSDi3.0 UNIX. In addition, we developed
protocol monitor for RLP which we call RLPDUMP. It logs
(among other RLP events) whether a received block could be 
rectly recovered by the FEC decoder or not. This is possi
because every RLP frame corresponds to an FEC encoded 
block (see Section 2). Thus, a received block had suffered an e
ure whenever the corresponding RLP frame was received wit
frame checksum error. We then generated bulk data traffic for a 

1. Note, that voice is treated differently in GSM. Unencoded 
voice data blocks have a size of 260 bits and the interleaving 
depth is 8 slots.

9.6 kbi t /s

22.8 kbi t /s

90 ms

22.8 kbi t /s

Framed IP (e.g.  PPP)

RLP

F E C

Inter leaving

12.0 kbi t /s

20 ms

Figure 1: Error control in GSM Circuit-Switched Data.

2. Note, that the transparent (not running RLP) GSM-CSD serv-
ice introduces a wasteful overhead of modem control infor-
mation that also reduces the user data rate to 9.6 kbit/s.
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tain time and used RLPDUMP to captured the corresponding block
erasure trace.

At this stage of our work we have only performed measurements in
commercially deployed GSM networks where the network-side of
RLP was not accessible. This means that we could only collect
downlink block erasure traces. Nevertheless, this allowed us to
understand the GSM-CSD channel error characteristics to a degree
that was sufficient enough for our analysis. We do not believe that
additional uplink block erasure traces would have changed our con-
clusions.

Ultimately, we will use a stand-alone GSM basestation with a ded-
icated gateway that is being developed as a part of the ICEBERG
project [52]. The gateway “translates” between circuit-switched
(voice and data) and IP-based packet-switched traffic. As shown in
Figure 3 we are currently enhancing this gateway to also terminate
RLP and run RLPDUMP. With this platform we will then be able
to also collect detailed uplink information and, e.g., trigger cell han-
dovers in a controlled fashion.

3.3 Analysis Goals and Assumptions
Our goal is to evaluate the performance of the following two proto-
col design alternatives for reliable data transfer over a path that
includes a wireless link:

• End-to-end error recovery complemented with link layer
error recovery running over the wireless link. 

• Pure end-to-end error recovery.

In general, “pure end-to-end” implies that no transport layer stat
maintained in the network and that no assumptions about the e
ence or non-existence of dedicated link or network layer support
made. Nevertheless, throughout this paper, when we use the 
“pure end-to-end error recovery”, we implicitly refer to the ca
where the wireless link is not protected by link layer error recovery
We perform the evaluation of the two protocol design alternativ
through a case study of the GSM-CSD wireless link. For TCP, 
previous work [32], [33] shows that at least in some wireless n
works - including GSM-CSD - the potential problems that ma
result from competition between end-to-end and link layer er
recovery do not exist. Motivated by this result, we study enhan
ments to RLP that further increase application layer through
while minimizing the consumption of precious radio resources li
transmission power. The latter is of particular importance for b
tery-powered mobile devices. We then quantify the benefit of li
layer error recovery by evaluating the performance of pure end
end error recovery (e.g., “standard” TCP [45] or “non-standar
TCP extensions as, e.g., studied in [48]) for comparison purpos

The performance difference between the two protocol design al
natives mainly depends on the wireless channel’s error characte
tics versus the channel’s packet3 transmission delay. This is
sketched in Figure 4 where “burst error” denotes time intervals d
ing which data in transit is entirely corrupted. With respect to GSM-
CSD a burst error corresponds to a series of back-to-back bl
erasures (see Section 3.1) where the channel is error-free before
after that series. A wireless channel’s error characteristic is de
mined by the length of burst errors and the correlation betwe
them, i.e., whether burst errors occur in clusters or more isola
Link layer error recovery is less effective on wireless links whe
the length of burst errors is large compared to the packet trans
sion delay (see “Channel 1” in Figure 4). In this case pure end
end error recovery often yields better throughput results by sav
link layer protocol overhead. Another case is sketched with “Cha
nel 2” in Figure 4 where the length of burst errors is small compa
to the packet transmission delay and burst errors often occur 
lated (e.g., one burst error per packet transmission delay). In 
case the link layer overhead is often more than amortized when
“right” frame size is chosen (see Section 4.2). Studying this tra
off requires a realistic model of the wireless channel and motiva
our measurement-based analysis approach further outlined in 
tion 3.4.

The key premise for our analysis is a model of a network-limit
bulk data transfer based on a reliable end-to-end flow (e.g., TCP-
based). In this case the path’s bottleneck link limits the end-to-e
throughput. Consequently, to make a throughput comparis

P S T N G S M

Logg ing
Database

RLP

R L P D U M P

Mobi le Host
UNIX (BSDi 3.0)

FEC/
Inter leaving

Fixed Host

PPP

Figure 2: Current measurement platform.

Lo gg in g
Database

RLP

R L P D U M P

G S M
Basestat ion

Mobi le Host
UNIX (BSDi 3.0)

R L P D U M P

Gateway

FEC/
Interleavin g

Fixed Host

Ethernet

PPP

Figure 3: Future measurement platform.

3. Comprising the transport layer segment, the transport and net-
work layer headers, and the packet framing overhead (e.g., 
PPP [49]) required on this channel. Note, that this does not 
include RLP overhead.

Channel 1

Channel 2

Legend:

Packet; Length represents the packet transmission delay.

Burst Error; Length represents the duration of this condition.

Error-free Channel; Length represents the duration of this condition.

Figure 4: Two different channel error characteristics.
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between the two above mentioned protocol design alternatives, we
must assume that the GSM-CSD wireless link is the path’s bottle-
neck link. A flow-adaptive implementation of RLP can perform the
flow-type differentiation required to identify reliable flows [31].
This ensures that link layer error recovery does not interfere with
delay-sensitive (usually unreliable) end-to-end flows (e.g., UDP-
based). The requirements of applications that use reliable flows are
simple: the application layer data object should be transferred as
fast as possible but reliable, i.e. the transfer fails if the data object is
corrupted when received by the destination application. This trans-
lates into similarly simple quality of service requirements for relia-
ble flows: maximize throughput while the per packet delay is
(almost) irrelevant4. 

We perform a best-case analysis which assumes that the bulk data
transfer always fully utilizes the wireless bottleneck link. We use
the term utilization as defined in [32] which states that a link is fully
utilized if it never runs idle and never transmits a packet/frame
which had already been successfully transmitted before. The latter
can, e.g., happen in TCP which exhibits go-back-N behaviour after
spurious timeouts [33]. Concerning link layer error recovery this
implies (1) the use of a selective reject based protocol, like RLP (see
Section 2); and (2) fully-persistent retransmissions (i.e., a large
value for “maximum number of retransmissions” which is only
reached when the link is considered to be disconnected) as opposed
to a semi-persistent mode as proposed in [27]. It also requires the
use of large enough windows to allow the transport/link layer
sender to always fully utilize the link, i.e. to avoid so-called “stalled
window” conditions [33]. The best-case assumption basically says
that we ignore interactions with end-to-end congestion control
schemes. For the case of TCP over RLP we have shown that this is
valid [32]. For pure end-to-end error recovery, however, this is
clearly an unrealistic assumption. Certain “patterns” of packet
transmission errors causing false congestion signals will inevitably
lead to a reduction of the transport layer send rate below the speed
of the bottleneck link. Nevertheless, a best-case study indicates the
theoretical maximum application layer throughput that pure end-to-
end error recovery could possibly provide. Moreover, the best-case
application layer throughput as defined here directly translates into
radio resource consumption (e.g., spectrum and transmission
power). For example, if transport layer sender A only provides half
the throughput that sender B provides, it is using twice as much
radio resources. Sender A would also have higher service costs in
case the wireless access network implements volume-based charg-
ing.

Given these analysis goals, we were not interested in identifying
those factors (e.g., noise, fading, interference, or shadowing) that
caused measured block erasures. Rather, we were interested in the
aggregate result (similar to the approach suggested in [40]). That is,
we were interested in the above mentioned characteristics of block
erasure traces required for the outlined performance evaluation. In
particular we wanted to find answers to the following questions:

• Considering the non-adaptive FEC scheme implemented for
GSM-CSD: Is the fixed frame size chosen for RLP optimal
or would a larger frame size yield higher channel through-
put?

• Considering adaptive frame length control schemes: Ho
“fast” do channel error characteristics change in GSM
CSD? What is the margin of potential throughput improv
ment that adaptive frame length control could possib
yield?

• How does pure end-to-end error recovery perform as co
pared to complementing end-to-end with link layer err
recovery (running an optimal frame size) given the sam
radio channel conditions?

3.4 Analysis Methodology
Altogether we have collected block erasure traces for over 500 m
utes of “air-time”. We distinguish between measurements wh
the mobile host was stationary versus mobile when driving in a c
All stationary measurements were taken in the exact same loca
The following three categories of radio environments were chos

A. Stationary in an area with good receiver signal strength (3-4
258 minutes.

B. Stationary in an area with poor receiver signal strength (1-2
215 minutes.

C. Mobile in an area with mediocre receiver signal strength (2-4
44 minutes.

The method we used to determine the receiver signal strengt
rather primitive. We simply read the mobile phone's visual sign
level indicator which has a range from 1-5. In the future, we w
continuously log internal signal strength measurements from 
mobile phone. That way we will then be able to correlate chang
receiver signal strength with the block erasure traces.

Clearly, the size of an RLP frame does not need to match the siz
an unencoded data block. Any multiple of the size of an unenco
data block would have been a valid design choice. In fact a mult
of 2 has been chosen for new RLP [18] in the next generation of
GSM-CSD service which uses a weaker FEC scheme [19]. T
trade-off here is that larger frames introduce less overhead 
frame, but an entire frame has to be retransmitted even if only a 
gle data block incurs an erasure. Applying a technique, we 
retrace analysis, we studied this trade-off using the large amount 
block erasure traces we collected. Based on a given block era
trace and a given bulk data transfer size, retrace analysis is a w
reverse-engineer the value of target metrics (e.g., channel throu
put or number of retransmissions). Retrace analysis emulates R
while assuming a particular fixed frame size and fixed per fram
overhead. We then iterated the retrace analysis over a range of 
frame sizes defined in terms multiples of the data block size. T
way we could for example find the frame size that would have m
imized the bulk data throughput for a particular block erasure tra
For the analysis presented in Section 4, we assume a per RLP f
overhead of 6 bytes for the regular header (see Section 2) pl
byte for each block in a frame larger than one block. The extra b
per block is needed for frame synchronisation for our plann
implementation of a modified RLP using larger frames5.

We used different block erasure traces for our analysis. One wh
we call trace_A is a concatenation of all block erasure traces we c
lected in environment A (see above). Likewise, trace_B and
trace_C are the concatenations of all block erasure traces we c4. In theory, it would not matter in a file transfer if the first 

packet reached the destination last. What matters is that the 
file transfer is completed in the shortest amount of time. In 
practice, e.g., transport layer receiver buffers required for 
packet re-sequencing place a limit on the maximum per 
packet delay that is tolerable without affecting performance. 
This limit is nevertheless low.

5. One bit per block would have been sufficient to distinguish 
the beginning block in a frame but that would have made the 
implementation more complex.
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lected in environment B and C, respectively. We then chose an
appropriate bulk data size to cover the entire trace (e.g., for trace_B
a size corresponding to a transmission time of 215 minutes was cho-
sen). Once the retrace analysis had reached the end of a trace it
wrapped around to its beginning. In addition, we wanted to under-
stand the impact of error burstiness, i.e., the extent to which the dis-
tribution of block erasures within a trace influenced our results. For
that purpose, we artificially generated three more “non-bursty”
block erasure traces, trace_A_even, trace_B_even and
trace_C_even, which had the same BLER as the corresponding real
traces, but with an even block erasure distribution. 

4. Measurement Results
In this section we provide the answers to the questions we put for-
ward at the end of Section 3.3. We show that the throughput of the
GSM-CSD channel can be improved by up to 25 percent by increas-
ing the (fixed) RLP frame size. Our results also suggest that tech-
niques like adaptive frame length control and adaptive FEC are
worth further exploration for additional increases in channel
throughput. Furthermore, we argue why in systems like GSM-CSD,
pure end-to-end error recovery fails to optimize end-to-end per-
formance.

4.1 Block Erasure Rates and Burstiness
Deriving the overall BLERs for trace_A, trace_B and trace_C (see
Section 3.3) would have delivered little useful information. Instead,
we also captured how “fast” the BLER changes over time in a given
radio environment. We therefore divided each trace into one minute
long sub-traces and treated each of those independently. 

Figure 5 summarizes the BLERs that we have determined in this
manner. The BLERs for the sub-traces of trace_A are not shown
because we found trace_A to be almost free of block erasures: over
96 percent of all sub-traces did not have a single block erasure (!)
and the remaining ones had a BLER of less then 0.0025. This result
shows how strongly the GSM-CSD channel is protected by FEC
and interleaving, leaving little error recovery work for RLP. This is
especially striking because radio environment A was not even ideal
as it only provided a receiver signal strength of 3-4. Many radio
environments often provide a maximum receiver signal strength of
5. This indicates that a weaker FEC scheme and/or a larger RLP
frame size would increase the channel throughput in such radio
environments. The results for trace_B and trace_C are similar but
very different from the results for trace_A. In both of these environ-
ments, over 30 percent of all sub-traces had no single block erasure

or a BLER of less then 0.01. But overall the BLERs vary consid
ably and can be as high as 0.28 (!). These large variations take p
over time scales of one minute (the length of one sub-trace). T
seems “slow” enough to make adaptive error control schemes ap
cable even within the same radio environment (e.g., environm
B). This is an important result because otherwise such sche
would only be effective if the mobile user changed location to a d
ferent radio environment. The reason is that adaptive error con
schemes can only adapt with a certain latency, which depend
the delay required to feedback channel state information. In 
future work, we will study the potential of adaptive frame leng
control (e.g., proposed in [16] and [30]) as a technique to incre
channel throughput. This decision is partly driven by our measu
ment-based analysis approach and the fact that we are not ab
implement schemes like adaptive FEC in our testbed (see Sec
3.2).

Figure 6 shows the cumulative distribution function for the bu
error lengths, i.e., the number of consecutive blocks that suffered
erasure, for trace_B and trace_C. There was no point in showing
the distribution for trace_A as it was basically error-free. As seen i
both graphs, over 50 percent of all burst errors are only 1 or 2 blo
long. It can also be seen that longer error bursts are more com
when the mobile host is stationary, e.g., in trace_B less than 5 per-
cent of all error bursts are larger than 26 blocks whereas in trace_C
this number drops to 18. As discussed in Section 3.3, the prob
with the model shown in Figure 6, is that it does not sufficien
describe the wireless channel’s error characteristic. The model d
not show whether the burst errors occurred in clusters or were 
lated, i.e., the correlation between error bursts is not captured
this simple model. In the following section we show how the (fixe
frame size, which maximizes channel throughput, can be used 
metric to quantify this correlation.

4.2 Error Burstiness Allows Larger Frames
The results from the preceding section already suggest that in m
GSM radio environments, a higher channel throughput could
achieved by increasing the RLP frame size. Those results also i
cate that - given a non-adaptive FEC scheme - an optimal “on 
fits all” RLP frame size cannot exist. Nevertheless, we wanted
determine the fixed RLP frame size that maximized chan
throughput in the three radio environments A, B, and C. This is rel-
evant because it indicates the margin of potential through
improvement that adaptive frame length control could possib
yield. The implementation complexity of such techniques must 
justified with substantial performance improvements. Thus, if t

Figure 5: Measured BLERs.
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margin was too small, it would not be worthwhile to continue stud-
ying algorithms for adaptive frame length control in the current
GSM-CSD. For that purpose, we performed the retrace analysis
described in Section 3.3. The results are shown in Figure 7. As can
be seen an optimal frame size of 1410 bytes would have yielded a
throughput of 1423 bytes/s for trace_A and a frame size of 210
bytes would have maximized throughput to 1295 bytes/s for
trace_C. The results for trace_B are so close to those of trace_C
that we do not show them here. However, the gradual performance
improvements in the case of trace_A rapidly decrease above a
frame size of 210 bytes. A frame size of 210 bytes would still have
yielded a throughput of 1392 bytes/s. This is important for our
future work as it indicates that for an adaptive frame length control
algorithm it would probably be sufficient to adapt the frame size in
a range of about 30-210 bytes. 

Thus, a key result is that the (fixed) frame size chosen for RLP in
the current GSM-CSD was an overly conservative design decision.
Increasing it to 210 bytes would increase the channel throughput by
at least 18 and up to 23 percent (!) depending on the radio environ-
ment6. This still leaves a (theoretical) margin of potential through-
put improvement of 8-16 percent for adaptive frame length control,
depending on the radio environment. We were not able to verify
which studies have led to the decision to standardize an RLP frame
size of 30 bytes [17]. However, if such studies had been carried out
at all, our results clearly show that they must have been based on an
unrealistic error model of the GSM-CSD radio channel. In any case
our results highlight the importance of measurement-based analysis
of protocol performance over wireless links.

Another less obvious, but nonetheless plausible result is that the
error burstiness on the GSM-CSD channel allows for larger frame
sizes than if block erasures were evenly distributed, i.e., not bursty.
This effect can seen by comparing the graphs trace_C and
trace_C_even (see definition in Section 3.3) in Figure 7. The retrace
analysis for trace_C_even yields an optimal frame size of only 60
bytes (comparing trace_B and trace_B_even gives the same result).
In fact one could view the quotient of the optimal frame sizes for an
error trace (bit error trace or block erasure trace) and the corre-
sponding “_even” trace as the burst error factor. The closer a
trace’s burst error factor is to 1 the less the corresponding channel
exhibited error burstiness. Note, though, that the burst error factor

also depends on the per frame overhead chosen for the retrace 
ysis. To eliminate this dependency one could base the definition
the burst error factor on a retrace analysis that assumes a per f
overhead of zero.

4.3 Problems of Pure End-to-End Error Recovery
Based on trace_C, we performed the best-case analysis described
Section 3.3 using TCP [45] as an example of a pure end-to-end e
recovery protocol. For that purpose we repeated the retrace ana
assuming a per MTU (Maximum Transmission Unit) [51] overhead
of 47 bytes7. The retrace analysis yields that the end-to-e
throughput is maximized with an MTU size of 690 bytes. The re
son for the difference compared to the retrace analysis of RLP is
larger overhead per transmission unit. The first row of Table
shows the result for commonly used MTU sizes. The second r
shows the end-to-end throughput that is achieved when runn
RLP with a frame size of 210 bytes which provides a chan
throughput of 1295 bytes/s (see Figure 7).

As can be seen, pure end-to-end error recovery achieves a 2.4
5.2 percent higher best-case application layer throughput for M
sizes of 576 and 296 bytes, respectively. This shows that pure 
to-end error recovery requires less radio resource consumption
these MTU sizes as discussed in Section 3.3. However, even w
TCP-SACK [35] is used, it is unlikely that the advantage in end-
end throughput would be achieved in practice. This is due to in
ference with the end-to-end congestion control scheme commo
implemented in TCP [1] as discussed in Section 3.3. The benef
link layer error control becomes evident with larger MTU size
(e.g., the commonly used 1500 bytes - see Table 1) and when T
IP header compression is used over the wireless link8. For pure end-
to-end error recovery, TCP/IP header compression as define
[14] and [24], are not an option. The reason is that [24] require
reliable link and causes the loss of an entire window worth of pa
ets for each packet lost after the compression point. While, the
twice algorithm proposed in [14] is more robust, it will cause th
same problem when 2 or more packets with compressed header
lost back-to-back. However, this is a likely event for the GSM-CS
wireless link (if not protected by RLP) as shown in Figure 8. T
cumulative distribution of the length of back-to-back packet loss

6. For example, for trace_A the retrace analysis yields a 
throughput of 1392 bytes/s for a frame size of 210 bytes and a 
throughput of 1138 bytes/s for a frame size of 30 bytes/s. For 
trace_B and trace_C these frame sizes yield a throughput of 
1295 bytes/s and 1096 bytes/s, respectively.

Figure 7: Throughput versus Frame Size.
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) Optimal Frame Size = 210 b ytes
(Throu ghput ~ 1295 b ytes/s => 18 % im provement )

trace_A
trace_C

trace_C_even

Optimal Frame Size = 60 b ytes
(Throu ghput ~ 1170 b ytes/s )

Optimal Frame Size = 1410 b ytes
(Throu ghput ~ 1423 b ytes/s
=> 25 % im provement )

Maximum Throu ghput = 1500 b ytes/s

7. 40 bytes for the TCP and IP headers and 7 bytes of PPP over-
head. 

MTU
296 bytes

MTU
576 bytes

MTU
1500 bytes

Pure End-to-End
(No Header Compr.)

1151 1219 1196

End-to-End with RLP
(No Header Compr.)

1094 1191 1255

End-to-End with RLP
(With Header Compr.)

1239 1265 1284

Table 1: Application Layer Throughput in bytes/s.

8. In this case we assume that the TCP/IP header is compressed
to an average of 6 bytes. Although, compressed TCP/IP head-
ers are typically 4 bytes long, a network-limited TCP connec-
tion will drop one packet per congestion avoidance cycle. 
This causes one packet to be sent with a full header (40 
bytes), and 2 packets - after the packet loss and after the 
retransmission - to be sent with a compressed header of 7 
bytes. Given the bandwidth-delay product of GSM-CSD link 
this leads to an average of about 6 bytes.

5.2% 2.4%
4.9%

7.4%3.8%7.6%
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shows that ??? percent of all such losses have a length of 2 or larger.
Alternatively, [14] also defines a “header request” mechanism
which in fact is a link layer error recovery mechanism. 

One could argue in favour of pure end-to-end error recovery by
requiring the wireless link’s MTU to be set to small values. Trans-
port protocols like TCP could then use the MSS option (Maximum
Segment Size) or path MTU discovery [51] to adapt the path’s MTU
accordingly. However, that will not work when the link’s end points
(e.g., the PPP peers) are not “aware” of the fact that the link
includes a wireless segment as, e.g., in GSM-CSD (see Figure 2).
Also, the path’s MTU cannot be re-negotiated during a connection
in current transport protocols9. Thus, potential advantages of adap-
tive packet/frame length control schemes could not be realized.
Link layer error recovery, on the other hand, does not have these
problems. It is independent of MTU sizes and also interworks well
with IP header compression schemes. Future systems favour link
layer error recovery even more. For once weaker FEC schemes are
being deployed10 which will most likely further decrease the
throughput optimal frame size on wireless links such as GSM-CSD.
Also, the next generation of the IP protocol [13] requires a mini-
mum MTU of 1280 bytes and recommends an MTU of 1500 bytes
or more on links such as GSM-CSD.

Another shortcoming of pure end-to-end error recovery is that e
retransmission will have to traverse the entire path. This is depic
in Figure 9 for trace_C showing the number of retransmissions (a
fraction of the overall number of transmissions) that are required
a range of different MTU sizes. The commonly used MTU size
1500 and 576 bytes would cause 18 and 12 percent retransmiss
respectively. Thus, such flows impose an unfair load upon a b
effort network, such as the Internet, and also upon shared wire
access links (e.g., 802.11 WLANs). Apart from fairness concer
a higher fraction of retransmissions also decreases the end-to
throughput if the corresponding packets had already traversed
bottleneck link regardless of where that is located in the path. T
is a common situation when, e.g., data is downloaded from 
Internet and the last-hop is an unreliable wireless link. End-to-e
error recovery complemented with link layer error recovery runni
over the wireless link, on the other hand, does not require a sin
end-to-end retransmission in the case of GSM-CSD [32].

5. Discussion
The problem of “TCP over wireless links” has been a hot resea
topic for many years. The fact that it still is can, e.g., be seen fr
the fact that the IETF (Internet Engineering Task Force) h
recently created the PILC (Performance Implications of Link Cha
acteristics) working group in response to the emerging need fo
“standard” solution. In this section, we provide a comprehens
state-of-the-art survey and discuss the pros and cons of exis
approaches. 

5.1 Restating the Problem: Congestion or Corruption?
Applications sharing a connection-less best-effort network need
respond to congestion to ensure network stability. Traditiona
congestion control has been implemented at the transport layer. 
first described the fundamental algorithms that are most used in
Internet today [1], [54]. One of the key elements for any congest
control algorithm is the congestion signal that informs senders that
congestion has or is about to occur. In this section we assum
sender-side implementation of transport layer congestion cont
and if applicable also error control. The same discussion a
applies to receiver-based implementations. One distinguis
between explicit congestion signals issued by the network an
implicit congestion signals inferred from certain network behavio
Nevertheless, routers in today’s Internet do not issue explicit c
gestion signals11 although this might be implemented in the futur
[46]. Two approaches have been discussed for senders relying o
implicit congestion signal: delay-based and loss-based. Unfo
nately, it is often not possible to draw sound conclusions from n
work delay measurements (see e.g. [7]). In particular it is diffic
to find characteristic measures such as the path’s minimum ro
trip time due to persistent congestion at the bottleneck link 
because of route changes [41]. Consequently, “packet loss” is
only signal that senders can confidently use as an indication of c
gestion. It is implemented either as a direct [1] or an indirect trigg
based on a perceived packet loss rate [54] to throttle the flow’s s
rate. We refer to such flows as being loss responsive. In this sense
a TCP-based flow is a reliable loss responsive flow, wherea
“TCP-friendly” UDP-based flow is an unreliable loss responsiv
flow.

However, “packet loss” is not unambiguous. Packets can get 
because of packet drops due to a buffer overflow at the bottlen
link or because of packet corruption due to a transmission error. 

9. Implementing such a mechanism would also be a poor design 
choice as optimizing a link’s frame length is not an end-to-
end issue.

10. Weaker FEC schemes will be used in the new GSM-CSD 
service [19] and the upcoming GSM packet-switched data 
service [20].

Figure 8: Burst error length distribution (packet level).

Figure 9: Number of end-to-end retransmissions.
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11. At least after the source quench [51] has been banned.
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former indicates congestion, the latter does not. A sender is not able
to discriminate among these events, because packet corruption usu-
ally leads to a frame checksum error and subsequent discard of the
packet at the link layer. Hence, transmission errors beyond a certain
rate inevitably lead to an underestimation of available bandwidth
for loss responsive flows. As a consequence, applications can only
fully utilize their share of bandwidth along the path if transmission
errors are rare events. This explains why wireless links are often
problematic: whereas transmission errors on today’s wireline links
can be safely neglected, this is not true for wireless links, especially
when the end host is mobile. 

The rate at which packet transmission errors occur for a given flow
is called the damage loss rate. We can approximate an upper limit
for the damage loss rate up to which the flow’s send rate is insensi-
tive. A network limited sender cyclically probes the path for more
bandwidth. With the additive increase policy of one packet per
round trip time [23] this leads to a single - in the ideal case - dropped
packet at the end of each cycle. Thus, the reciprocal of the number
of packets that are sent per cycle determines the probing loss rate12.
This rate is different for every path, depending on its bandwidth/
delay product (see e.g. [32]) and MTU13. Hence, a sender is insen-
sitive to transmission errors as long as the damage loss rate stays
below the probing loss rate. It is worth pointing out that [51] misin-
terprets [23] by stating that TCP’s congestion avoidance algorithm
assumes that packet loss caused by damage is much less than 1 per-
cent. This is not correct: if the bandwidth/delay product is already
exhausted with a few packets, the damage loss rate may be much
higher than 1 percent without considerably affecting performance.

5.2 Existing Approaches
While we are not aware of any work that studies the problem of loss
responsive flows over wireless links in general, the particular prob-
lem of TCP over wireless links has been investigated in several
studies discussed in this section. We have categorized the proposed
solutions as shown in Figure 10. Note that the dark shaded areas
indicate whether a transport protocol or its implementation must be
changed, or whether transport protocol dependent state has to be
maintained in the network. The lightly shaded areas indicate
changes required at the link layer. Conceptual design considera-
tions that favour one or another solution are further discussed in
Section 5.3. We do not discuss solutions that suggest protocols
resulting in flows which are not loss-responsive, e.g. [12].

Pure end-to-end approaches do not maintain transport layer state in
the network and make no assumptions about the existence or non-

existence of dedicated link layer (e.g., error recovery)14 or network
layer (e.g., cell handover indications) support. This catego
includes (1) existing end-to-end protocols (e.g. TCP itself [1], [45
(2) “non-standard” extensions of existing end-to-end protocols a
or their implementation (e.g., [25], [33], [35], [48]); and (3) new o
not widely deployed end-to-end protocols (e.g., [12]). Adding t
notion of selective acknowledgements (SACK) to TCP [35] is
way to deal with damage loss over unreliable wireless links [
[48]. The advantage is that a sender can quickly recover from m
tiple lost packets in a single round trip time and that such an ev
is treated as one congestion signal instead of one signal for each lo
packet. In case a particular packet must be retransmitted more 
once, [48] proposes a further enhancement to the TCP se
assuming a SACK receiver. In [32] we recommend implementi
the timestamp option [25] as a way for the TCP sender to m
closely track the round-trip time. This yields a more accurate p
diction used as a basis for the retransmission timer and can the
avoid spurious timeouts. TCP-Eifel proposed in [33] uses the times
tamp option to eliminate the retransmission ambiguity problem
[26]. It thereby avoids duplicate retransmissions caused by TC
go-back-N behavior after spurious timeouts. In addition, it avoi
an unnecessary reduction of the flow’s send rate by restoring
TCP sender’s congestion window after spurious timeouts and a
spurious fast retransmits. The latter happens in case of packe
orderings beyond the DUPACK threshold (see [51]). 

Hard-state transport layer approaches encompass all forms
“splitting” by running a separate transport layer connection over 
wireless link. The concept was initially proposed in [3], and h
been used in other work including transit satellite links [22]. An
protocol can be chosen for the wireless link, e.g., [10] and [29] s
gest combining splitting with a link layer approach. Some sp
solutions [3], [22], [29] violate the end-to-end semantics of TCP
error control scheme. They do this by allowing the network-bas
proxy to acknowledge data before it has reached the TCP rece
The solution proposed in [10] implements splitting while maintai
ing these end-to-end semantics. The major benefit of hard-s
transport layer solutions is that the end-to-end flow is shielded fr
damage loss on the wireless link, and the flow can fully utilize 
share of bandwidth over the entire path. The concept of splitt
lends itself well to non-TCP flows.

The Snoop protocol developed in [4] implements “TCP-awar
local error recovery. As discussed further below, we avoid calli
this link layer error recovery as we associate a different meani
with that term. Variations of the Snoop protocol were studied in [
Its advantage over split solutions is that the network state is s
i.e., it is not crucial for the end-to-end connection. One problem
that it can only be applied to the those edges of a path that are
of congestion. The reason is the suppression of duplicate ackno
edgements (DUPACKs), which filters out a congestion signal, a
a proposed negative acknowledgement (NACK) scheme. Wh
sending to the mobile host, packets dropped at a bottleneck li
between the wireless link and the mobile host are mistaken for d
age loss by the TCP-aware cache. The congestion signal (the t
DUPACKs) is not propagated back to the sender. For packets 
from the mobile host, the NACK scheme causes a problem. If 
wireless link itself (or any other link between the mobile host a
the wireless link) becomes the bottleneck, packets lost due to c
gestion15 cannot be discriminated from those lost due to damage

12. In [23] the number of packets sent per cycle is called the win-
dow equilibration length and is approximated as W2/3 where 
W is the window size at the end of a cycle. More detail can 
e.g. be found in [36].

13. As a consequence, it is impossible to “know” the probing loss 
rate at any link layer along the path.

IP
Host

IP
Host Internet

Link Layer:

Fixed
ARQ

Fixed
ARQ

IP
Host Internet

Pure End-to-End:

IP
Host

Hard-state Transport Layer:

IP
Host

Proxy
IP

Host Internet

IP
Host

Packet
Cache

IP
Host Internet

Soft-state Transport Layer Caching:

IP
Host

IP
Host Internet

Flow-adaptive Link Layer:

Diff.
Serv.

Diff.
Serv.

IP
Host

Smart
Link

IP
Host Internet

Soft-state Cross Layer Signalling:

Figure 10: Approaches to solve “TCP over Wireless”.

14. Despite this definition, in the preceding sections we have 
used the term “pure end-to-end error recovery” implicitly 
referring to the case where the wireless link is not protected 
by link layer error recovery. 
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NACK is sent in either case, and the sender again relies on external
means to get the congestion signal (e.g., the source quench [51]).
Consequently, the suppression of DUPACKs and the NACK
scheme violate the end-to-end semantics of the congestion control
scheme found in most implementations of TCP.

Soft-state cross layer approaches make the flow’s sender aware of
the wireless link. This is achieved by having the link layer (or net-
work layer in the case of Mobile-IP [42]) inform the transport layer
sender about specific events so that it can adapt accordingly. The
solution proposed in [15] uses ICMP (Internet Control Message
Protocol) [51] to signal all active receivers that the link is in a bad
state. The receiver reflects the signal to the sender using a dedicated
TCP option field. In the network that was studied in [15], the
reverse path did not traverse the “problem link”. [5] proposes an
explicit loss notification, which the link layer piggy-backs onto a
TCP acknowledgement (ACK) as a TCP option to inform the
sender that a particular packet was lost due to damage16. This solu-
tion, however, has the same problem as the above mentioned
NACK scheme. [10] focuses on the problem of frequent and long
disconnections. In case of disconnections a transport layer proxy
issues TCP ACKs which shrink the advertised window to zero. This
forces the TCP sender into persist mode [51]. In this mode the TCP
sender will not suffer from timeouts nor from exponential back-off
of the retransmission timer value. [11] and [34] focus on the prob-
lem of data loss or delay caused by cell handovers. Both solutions
are based on the deployment of [42] and suggest informing the
transport layer sender about a cell handover to trigger, e.g., the fast
retransmit algorithm [11]. 

Link layer error control schemes aim at hiding the artifacts of the
wireless link to higher layer flows. The techniques include adaptive
forward error correction, interleaving, adaptive power control, and
link layer error recovery protocols [2], [17], [18], [20], [27], [39].
Some wireless networks use none of those (e.g., early commercially
available 802.11 WLANs), while others implement combinations,
e.g., GSM digital cellular networks (see Section 2). Note that none
of the variations of the Snoop protocol discussed in [5] as “link
layer solutions” are considered here. The basic difference being that
link layer solutions as used in this context are not tied into the
semantics of any higher layer protocol. Link layer error recovery
can yield excellent TCP bulk data throughput without interfering
with end-to-end error recovery [6][16][32][37]. The key advantage
is that local knowledge about the continuously changing channel
error characteristics can be exploited to optimize error control effi-
ciency as shown in Section 4. The second advantage is that it does
not require any changes to the IP-based protocol stacks. The draw-
back is that in state-of-the-art networks link layer error control
schemes are applied irrespective of the QoS (Quality of Service)
requirements of individual flows sharing the link. A flow that is best
served with persistent link layer error recovery cannot share the link
with a delay-sensitive flow intolerable of delays introduced by link
layer retransmissions. On the other hand, an application might be
able to tolerate higher loss rates in return for higher available bit
rates than the link’s forward error correction scheme provides.

Flow-adaptive link layer solutions remove the drawback of “pure”
link layer schemes mentioned in the preceding paragraph. The key

idea is to adapt the link layer error control schemes to the individ
QoS requirements of each flow sharing the link. The flows’ Qo
requirements are derived (only) from the IP headers - mainly 
proposed differentiated service field [8] but also any other field -
the link layer. This may be viewed as a violation of the design pr
ciple of “protocol layering”, but has the advantage that impleme
tations of network-layer/link-layer interfaces do not have to 
changed. However, changing the latter would allow for a “protoc
layering” conformant implementation. This concept was introduc
in [31], which developed a coarse grained differentiation betwe
reliable (TCP, ICMP) and unreliable (UDP) flows. In that study th
protocol identifier field in the IP header is used to choose whet
or not to run link layer error recovery; avoiding it for UDP-base
flows which is assumed to carry delay-sensitive data. However, 
solution is limited as not every UDP-based flow is delay-sensit
as some application layer protocols build end-to-end reliability 
top of UDP (see e.g., [21], [50], [55]). Therefore, [33] proposes
encode the “reliability” QoS requirement in the IP header’s diffe
entiated service field.

5.3 Design Considerations
In this section we discuss design considerations we believe are
evant when solving the problem of loss-responsive flows over wi
less links. We use these guidelines to assess the approa
presented in Section 5.2.

Error Control Performance

Error control performance is the strongest argument in favour
link layer error control schemes. In Section 4 we show that li
layer error recovery over wireless links is essential for reliab
flows to optimize end-to-end performance (throughput and fa
ness) while minimizing radio resource consumption. We belie
that a similar line of argumentation applies to unreliable but dela
sensitive flows. One challenge here is to find, e.g., the optim
amount of channel coding required to achieve a target range of 
data bandwidths versus residual loss rates. Implementing an o
mal solution from the end points of a path is impossible; even
knowledge about the ever changing error characteristics of e
wireless link in the path was available. Therefore, we promote
flow-adaptive implementations of link layer error control
schemes. Flow-adaptive wireless links [33] are what the end-to-e
argument calls “an incomplete version of the function provided 
the communication system [that] may be useful as a performa
enhancement”. We believe that carrying communication-rela
QoS requirements as part of the flow’s headers, as proposed in
and adapting lower layer functions such as error control acco
ingly, advances the discussion provided in section 2.3 of [4
Flow-adaptive implementations of link layer error control schem
allow optimization of those schemes with respect to the flows’ Q
requirements. For example, as discussed in Section 3.3, cha
throughput can be aggressively maximized for a reliable flow as the
per packet delay is less important. 

Transport layer error recovery algorithms, such as the Eifel algo-
rithm [33] (see also Section 5.2), further increase end-to-end e
recovery efficiency. Despite the deployment concerns describ
below, we promote the deployment of the Eifel algorithm for
TCP in particular, and in general for any reliable transport proto
that implements congestion control similar to [1]. It yields the mo
efficient error control by avoiding duplicate retransmissions. 
addition, it provides higher end-to-end throughput (compared
“standard” TCP) over paths that exhibit frequent packet re-ord
ings beyond the DUPACK threshold and/or large delay variation17

15. In [32] these effects were measured where packets got 
dropped locally at the mobile host because of congestion at 
the first-hop wireless link.

16. This requires that the IP and the TCP checksum be re-com-
puted.
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(high enough to frequently cause spurious timeouts). In addition,
we argue that an adaptive transport layer retransmission timer
should not be tuned to prevent all spurious timeouts. In some wire-
less networks spurious timeouts will be unavoidable, anyway. A
transport layer retransmission timer which is too conservative has a
negative impact on end-to-end performance whenever the sender
has to resort to a (long) timeout to recover a lost packet. This affects
interactive applications but also bulk data transfers as soon the
receiver’s receive buffer is exhausted to absorb any further out-of-
order packets. As a result the sender is blocked from sending any
further packets. Instead, we believe that an adaptive transport layer
retransmission timer should be “reasonably” conservative while a
sender should be able to detect spurious timeouts and react appro-
priately by using the Eifel algorithm. 

Given a reliable wireless link, transport layer selective acknowl-
edgements [35] have nothing to add apart from improving error
recovery efficiency in case of burst packet loss caused by conges-
tion. Nevertheless, many legacy networks do not provide reliable
wireless links. Thus, for “back-wards compatibility” selective
acknowledgements are an attractive alternative.

Semi-Reliable versus Fully-Reliable Link layer Error Recovery

There has been debate [16], [27], [32], [53] about how persistent
link layer error recovery should be implemented. For link layer
implementations that do not provide differentiated error control but
treat all flows the same, i.e., that are not flow-adaptive, the answer
is straight forward. In this case retransmission persistency must be
low to not cause interference with delay-sensitive flows. However,
for senders (in this context we omit the prefix “link layer”) that are
capable of discriminating reliable from delay-sensitive flows the
question about how to treat reliable flows remains. In the following
we assume a reliable flow (defined in Section 3.3). The options are
to implement either semi-reliable or fully-reliable link layer error
recovery. A semi-reliable sender gives up after a few retransmis-
sion attempts, discards the corresponding frame, and resumes trans-
mission with the next frame. This introduces retransmission delay
on the order of a few 100 milliseconds [27] or in more persistent
implementations on the order of a few seconds [17]. A fully-reliable
sender, on the other hand, does not lose any of a flow’s packets even
over long link outages, up to some conservative termination condi-
tion18. An upper limit for such a condition is the MSL (Maximum
Segment Lifetime) [45] of 2 minutes19 which also serves as an upper
bound for the reassembly timeout after IP fragmentation [9]. We are
not aware of the existence of such a reliable link layer protocol
implementation, although [17] can be configured to attempt 128
retransmissions which corresponds to about 25-50 seconds depend-
ing on the GSM-CSD implementation.

The end-to-end argument [47] tells us that it is not worth the eff
to implement “perfect” reliability at the link layer. Yet, our desig
should eliminate non-congestion related packet loss to avoid 
problems outlined in Section 5.1. Implementing semi-reliable li
layer error recovery is always a compromise that avoids this c
flict by emphasizing end-to-end error recovery. However, th
approach has some fundamental problems. First, the sender ha
way to decide when to “give up” and discard the packet to, e.g., sta
within the bounds of TCP’s retransmission timer. Optimizing th
solution, however, requires knowledge of the path’s round trip tim
which cannot be known at the link layer (unless it was carried in 
IP header). Secondly, a semi-reliable sender requires a channel
strong FEC in order to keep the rate of false congestion signals
to non-congestion related packet discards low. Hence, the cha
throughput cannot be maximized as discussed above in the con
of error control efficiency. Together with the non-data-preservi
property of semi-reliable link layer error recovery, this cannot yie
optimal end-to-end performance as discussed in Section 
Another fundamental problem occurs in case of temporary link o
ages, e.g., when a user roams into (and back out of) an area wit
wireless connectivity. In this case all of the flow’s unacknowledg
packets will eventually be discarded by the semi-reliable send
This will often cause an idle wait for a possibly backed-off transp
layer retransmission timer to expire. If, on the other hand, pack
were still queued at the wireless link, the end-to-end flow of da
could be re-started immediately after the link has become availa
again. Therefore, we promote the implementation of fully-relia-
ble link layer error recovery for reliable flows as it has none of
these problems and guarantees that any loss20 at the link is due to
congestion. This is exactly the right signal to give to the sender 
loss-responsive reliable flow. In case of temporary link outag
this will most likely cause a spurious timeout which in turn forces
go-back-N behavior in TCP but (a) that's still better than the id
wait and (b) can be avoided with the Eifel algorithm.

General Purpose vs. Dedicated Solutions

We believe that it is a wrong design decision to make the netwo
transport or any higher layer protocol, aware of mobility (cell ha
dovers) [11], [34] or aware of wireless links [5], [15]. A wireles
network must hide the error characteristics of wireless links, wh
supporting seamless mobility21. Developers of existing and future
networking protocols should be able to abstract from these pu
local issues. We believe that it is also a wrong design decision
make link layer protocols aware of higher layer protocol semant
[4] or to install protocol-dependent gateways [3], [4], [5], [10], [15
[22], [29]. This would require upgrading for every new or chang
higher layer protocol, adding to the deployment problems me
tioned before. Also, the link layer solutions proposed in [2], [17
[18], [20], [27], [39] have the problem of not being general purpo
solutions as mentioned in Section 5.2 with respect to the undif
entiated use of error recovery. Flow-adaptive wireless links, on 
other hand, are truly general purpose as they are independent 
transport (or higher) layer protocol semantics while offering diffe
entiated error control.

17. For example, over paths that include a fully-reliable wireless 
link which provides highly intermittent connectivity. Despite 
the conservative retransmission timer implemented in TCP 
[33], spurious timeouts cannot be avoided in such an environ-
ment unless dedicated transport layer support is implemented 
in the network, as proposed in [10].

18. Note, that this has nothing to do with queue management 
techniques. Packets that are dropped by the network layer 
according to simple drop-tail or a more advanced active 
queue management scheme (e.g., [9]) will never be handed to 
the link layer.

19. In theory, additional fully-reliable links could exist “further 
down” the path. Thus, a more conservative upper limit is to 
divide the MSL by the value of the TTL (Time To Live) [51] 
field in the IP header. 

20. Apart from the more unlikely events of link layer error detec-
tion failures.

21. A wireless access network which provides seamless mobility 
must “look like” one single-hop link. 
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Deployment

This concerns the required effort to deploy a particular solution, the
incentives for the involved players to do so, but also the interwork-
ing with other network elements and protocols. Solutions that
require changes to transport layer protocols, or implementations
thereof, rely on a large scale effort to be incorporated into operating
system software of wireless hosts and/or wireless network gateways
(see dark shaded boxes in Figure 10). Pure end-to-end solutions
have the additional drawback that they require upgrading the large
base of existing web servers to become effective. Solutions that
require access to the transport layer headers in the network (e.g.,
[3], [4], [5], [10], [11], [15], [22], [29], [34]) fail when network
layer encryption [28] spans the gateway22, and hard-state solutions
further complicate cell handover. Deployment is also a concern for
flow-adaptive link layer solutions. The problem is that applications
today do not explicitly include their QoS requirements in their
flows’ headers. Thus, making flow-adaptive link layer implementa-
tions viable requires further standardization, adoption, and deploy-
ment of the differentiated services framework [8].

6. Conclusion and Future Work
In this paper, we presented the results of a performance evaluation
of link layer error recovery over wireless links. Our analysis is
based upon a case study of RLP as an example of a reliable link
layer protocol implemented in GSM digital cellular networks. The
study leverages of the large set of block erasure traces we collected
in different radio environments, with both stationary and mobile
end hosts. Our measurement-based approach gave us the unique
opportunity to derive models of the wireless link that capture the
aggregate of real-world effects like noise, interference, fading, and
shadowing. The key premise for our analysis is a model of network-
limited bulk data transfer based on a reliable end-to-end flow (e.g.,
a TCP-based flow).

For the case of GSM, we show that the throughput of the circuit-
switched data channel can be increased by using a larger (fixed)
RLP frame size. This yields an improvement of up to 25 percent
when the channel quality is good and still 18 percent under poor
radio conditions. Larger frame sizes are made possible due to the
channel’s error burstiness, a quantity we define as the burst error
factor. Our results also suggest that techniques such as adaptive
frame length control and/or adaptive FEC are worth further explo-
ration as a basis for further increasing channel throughput in GSM.
This is a topic for our future research, as we plan to implement a
measurement-based adaptive frame length control scheme in our
testbed.

In general, our case study shows that design alternatives that rely on
pure end-to-end error recovery fail as a universal solution to opti-
mize throughput when wireless links form parts of the end-to-end
path. The fundamental problem is that the path’s MTU is often too
large to yield efficient error recovery, and that the path’s end points
are not capable of dynamically adapting their MTU to changing
local error characteristics on (possibly multiple) wireless links. In
many cases, this will lead to decreased end-to-end throughput, an
unfair load on a best-effort network, such as the Internet, and a
waste of valuable radio resources (e.g., spectrum and transmission
power). In fact, we show that link layer error recovery over wireless
links is essential for reliable flows to avoid these problems. Also,

our results highlight the importance of measurement-based ana
in wireless networks where protocol performance is highly depe
ent on the radio error characteristics.

We conclude the paper by providing a comprehensive state-of-
art survey and discuss the pros and cons of existing approaches
argue that it is possible to design link layer error control protoc
that can flexibly satisfy varying QoS requirements of flows shari
the link. Towards this end we promote the implementation of flo
adaptive link layers. Concerning reliable flows, such as TCP-ba
flows, we argue in favour of fully-reliable link layer error recovery
As an optional but complementing transport layer mechanism 
reliable loss-responsive flows we promote the use of the Eifel al
rithm. We believe that the combination of these three mechanis
solve the problem of “reliable flows over wireless links” in the be
possible way. The major advantages being the independence 
transport (or higher) layer protocol semantics and the possibility
co-existence with any form of network layer encryption. Beyon
that we currently experiment with implementations of TCP whe
the sender retransmits not only 12 times [51] and then closes
connection but until the application decides to close the connection

In our future work we will focus on flow-adaptive link layers tha
can optimize the available error control schemes for the Q
requirements of unreliable but delay-sensitive flows. This will mo
likely require much more explicit information to be provided in th
IP header than it is the case today.
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22. Unfortunately, this is also true for transport layer header com-
pression schemes.
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