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Abstract when the end-to-end path includes wireless links. This is due to
non-congestion related packet losses on the wireless link causing a
We present the results of a performance evaluation of link layer network-limited TCP sender to underestimate its share of band-
error recovery over wireless links. Our analysis is based upon a casgyidth along the path. However, related work has mostly focused on
study of the circuit-switched data service implemented in GSM dig- the problem that wireless links cause for the congestion control
ital cellular networks. We collected a Iarge set of block erasure scheme used in most imp|ementa‘[ions of TCP. Emp|0ying a link
traces in different radio environments, with both Stationary and |ayer error recovery scheme over the wireless link removes this
mobile end hosts. Our measurement-based approach gave us thgoblem. Furthermore, our previous work [33], [34] shows that, for
unique opportunity to capture real-world effects of the wireless the case of TCP and at least in some wireless networks - including
link. We show that the throughput of the GSM circuit-switched data the one we study in this paper - the potentia| pr0b|ems that may
channel can be increased by using a larger (fixed) frame size for theesult from competition between end-to-end and link layer error
reliable link layer protocol. This yields an improvement of up to 25 recovery do not exist. Motivated by this result, we study link layer
percent when the channel quality is good and still 18 percent undefenhancements that further increase application layer throughput
poor radio conditions. Our results also suggest that adaptive frameyhijle minimizing the consumption of precious radio resources like
length control could further increase the channel throughput. In transmission power. The latter is of particular importance for bat-
general, our case study shows that design alternatives that rely ofery-powered mobile devices. We then quantify the benefit of link

pure end-to-end error recovery fail as a universal solution to opti- jayer error recovery by evaluating the performance of pure end-to-
mize thl’OUghpUt when wireless links form parts of the end-to-end end error recovery for Comparison purpose.

path. In many cases, it leads to decreased end-to-end throughput, an

unfair load on a best-effort network, such as the Internet, and aThe key premise for our ana|ysis is that we assume the model of a
waste of valuable radio resources (e.g., spectrum and transmissioRetwork-limited bulk data transfer based on a reliable end-to-end
power). In fact, we show that link layer error recovery over wireless fiow (e.g., based on TCP). This is a valid assumption given the con-
links is essential for reliable flows to avoid these problems. Finally, cept offlow-adaptivewireless links introduced in [32]. A flow-

we discuss mechanisms that we believe need to be implemented a{daptive implementation of a link layer error recovery scheme can
both the link and the transport layer to solve the problem of “relia- perform the flow type differentiation required to identify reliable
ble flows over wireless links” in a general and most efficient man- fiows. This ensures that link layer error recovery does not interfere
ner. In this context we argue in favour of highly persistent error with delay-sensitive (usually unreliable) end-to-end flows (e.g.,
recovery and lossless handover schemes implemented at the lingased on UDP (User Datagram Protocol) [42]). The attractiveness

layer. of link layer solutions over approaches that require access to the
transport layer headers in the network (e.g., [3], [4], [5], [11], [16],
1. Introduction [23], [30]), are their independence from transport (or higher) layer

) ) o ) protocol semantics and the possibility of co-existence with any
The Internet is evolving to becortiee communication medium of  form of network layer encryption as proposed in [29].

the future. It will not be long before the last circuit switch is taken

out of service and virtually all people-to-people, people-to- The analysis presented in this paper is based upon a case study of
machine, and machine-to-machine communication are carried in IPthe circuit-switched data service implemented in GSM (Global Sys-
(Internet Protocol) [43] packets end-to-end. The tremendous recentem for Mobile communications) digital cellular networks. Our
grOWth Of the Internet in terms Of COnneCted hOStS iS Only matchedmeasurement_based approach gave us the unique opportunity to
by the similar tremendous growth of cellular telephone subscribers.capture the aggregate of real-world effects like noise, interference,
While most hosts on today’s Internet are still wired, the héxt  fading, and shadowing. This is a key advantage as unrealistic
wave of hosts has yet to hit the Internet. We believe that the pre-assumptions about the error characteristics of the wireless channel
dominant Internet access of the future will be wireless. Not onIy can Comp|ete|y Change the results of a performance ana|ysis |eading
every cellular phone, but evetlying that communicates will have:  to non-optimal design decision. For wireless systems it is therefore
(1) an IP protocol stack and (2) a wireless network interface. particularly important that prototypes are developed early in the
design process so that measurement-based performance studies can

It is well known that the performance of reliable transport protocols be performed. Our ana|ysis approach also pro\/ides us with new
such as TCP (Transmission Control Protocol) [1], [44] may degrade



insights into how the current system can be optimized, and suggesthigh latency can have a significant negative effect on interactive
techniques that can be used to design future wireless links. The facprotocols, as discussed in [312].
that GSM has been deployed globally and is in widespread use,
highlights the relevance of our results. The Radio Link Protocol (RLP) [18] is a full duplex HDLC-derived
logical link layer protocol. RLP uses selective reject and check-
The rest of this paper is organized as follows: Section 2 providespointing for error recovery. The RLP frame size is fixed at 240 bits
background on the circuit-switched data service implemented inaligned to the above mentioned FEC coder. RLP introduces an
GSM; Section 3 describes the measurement platform we developeaverhead of 48 bits per RLP frame yielding a user data rate of 9.6
to collect block erasure traces, and explains our analysis goalskbit/s in the ideal case (no retransmissi6nRLP transports user
assumptions, and the methodology we used for our trace-basedlata as a transparent byte stream (i.e., RLP does not “know” about
analysis; Section 4 presents and discusses our measurement resul®PP frames or IP packets). It is important to note that RLP loses
Section 5 discusses related work and relevant design consideradata when the link is reset, e.g., after a maximum number of retrans-
tions; and Section 6 closes with our conclusions and plans for futuremissions (RLP parameter N2) of a single frame has been reached.

research. However, under “typical” radio conditions and the default setting of
N2 (6) this rarely happens. Nevertheless, when it happens it can
2. Circuit-Switched Data in GSM have severe impact on higher layer protocol performance as shown
) in [33].

GSM implements several error control techniques, including adap-

tive power control, frequency hopping, Forward Error Correction i

(FEC), and interleaving. In addition, the Circuit-Switched Data 3. Analysmg Block Erasure Traces

(CSD) service provides an optional reliable link layer protocol In this section, we describe the measurement platform we devel-

called Radio Link Protocol. We briefly describe the latter three con- oped to collecblock erasure tracesNe then explain our analysis

trol schemes as implemented for GSM-CSD using Figure 1. More goals, assumptions, and the methodology we used for our trace-

details can be found in [38]. based analysis. The measurement platform is basically the same as
the one used in [33] to study the interactions between TCP and

_______ I:l ‘:l RLP.

Framed IP (e.g. PP ; - L 9.6 kbits 3.1 What is a Block Erasure Trace?

- - In wireless networks that do not employ FEC, the error characteris-
D I:I D I: I:I I:I D I: tics of the wireless channel over a certain period of time can be cap-

P e o a0 e 12,0 kbitfs tured by a bit error trace. A bit error trace contains information
A about whether a particular bit was transmitted correctly or not. The

i average Bit Error Rate (BER) is commonly used to describe a bit

— _ error trace. The same approach can be applied to networldothat

FEC TS . 22.8 kbitls employ FEC, as in GSM, but on block level instead of on bit level.
TSN ; Hence, a block erasure trace contains information about whether a

- :I:I:I:I:I:I ------ | | | | | | | | | | | | | | | | | particular data block was transmitted correctly or not. Likewise, the
Intprieaving 92.8 Kbitls average BLock Erasure Rate (BLER) is commonly used to describe

a block erasure trace.
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90 ms 20 ms

Figure 1: Error control in GSM Circuit-Switched Data. It is important to emphasize that the error characteristics we have
measured are only valid for the particular FEC and interleaving

GSM is a TDMA-based (Time Division Multiple Access) circuit- Scheme implemented in GSM-CSD (see Section 2). Nevertheless,
switched network. At call-setup time a mobile terminal is assigned this data service has been deployed globally and is in widespread
a user data channel, defined as the tuple (carrier frequency numbet/se. As such, we believe that our results (see Section 4) provide use-
slot number). The slot cycle time is 5 milliseconds on average, ful insights into how the current system can be optimized, and also
allowing 114 bits to be transmitted in each slot which yields a grosssuggest techniques that can be used to design future wireless links.
data rate of 22.8 kbit/s. The fundamental transmission unitin GSM
is adata block(or simplyblock). The size of an FEC encoded data 3.2 Measurement Platform

block is 456 bits (the payload of 4 slots). In GSM-CSD the size of The architecture of the measurement platform we have developed
an unencoded data block is 240 bits resulting in a data rate of 12 collect block erasure traces is depicted in Figure 2. A single-hop
Kbit/s (240 bits every 20 ms). network running the Point-to-Point Protocol (PPP) [48] connects

the mobile to a fixed host which terminates the circuit-switched
Interleaving is a technique that is used in combination with FEC to GSM connection. Various tools can be used to generate traffic on
combat burst errors. Instead of transmitting a data block in four con-the link (e.g.ping as described in [50]). In order to collect block
secutive slots, it is divided into smaller fragments. Fragments from erasure traces, we have ported the RLP protocol implementation of
different data blocks are then interleaved before transmission. They commercially available GSM data PC-Card (Ericsson DC23) to
interleaving scheme chosen for GSM-CSD, interleaves a single
data block over 22 TDMA slots. The benefit is that a few of these
smaller fragments can be completely corrupted, while the corre- | Note, that voice is treated differently in GSM. Unencoded
sponding data block can still be reconstructed by the FEC decoder. voice data blocks have a size of 260 bits and the interleaving
The disadvantage of this large interleaving depth is that it intro- depth is 8 slots.

duces a significant one-way latency of approximately 90 ms. This 2. Note, that the transparent (not running RLP) GSM-CSD serv-
ice introduces a wasteful overhead of modem control infor-

mation that also reduces the user data rate to 9.6 kbit/s.




BSDi3.0 UNIX. In addition, we developed a protocol monitor for 3.3 Analysis Goals and Assumptions

th ;]NhiCh we paILF:)II_PEUMITd Itg logs (amlong other %LE e;]'enéfz)COur goal is to evaluate the performance of the following two proto-
whether a received block could be correctly recovered by the FEC.| jesign alternatives for reliable data transfer over a path that

decoder or not. This is possible because every RLP frame corre- : L
X includes a wireless link:
sponds to an FEC encoded data block (see Section 2). Thus, a

received block had suffered an erasure whenever the corresponding | £ t0-end error recovery complemented with link layer

RLP frame was receiveq with a frame ghecksum error. We then error recovery running over the wireless link.
generated bulk data traffic for a certain time and used RLPDUMP
to capture the corresponding block erasure trace. + Pure end-to-end error recovery.
— — — — e - In general, “pure end-to-end” implies that no transport layer state is
RLP maintained in the network and that no assumptions about the exist-
- = :c/_’ ence or non-existence of dedicated link or network layer support are
Interleaving made. Nevertheless, throughout this paper, when we use the term
—_— = “pure end-to-end error recovery”, we implicitly refer to the case

) e where the wireless link isot protected by link layer error recovery.

1 “ We perform the evaluation of the two protocol design alternatives
= through a case study of the GSM-CSD wireless link. For TCP, our

| previous work [33], [34] shows that at least in some wireless net-

UNIX (8SDi 3.0) | works - including GSM-CSD - the potential problems that may

| result from competition between end-to-end and link layer error

I

| | RLPDUMP ) ; X .
| ecovery do not exist. Motivated by this result, we study enhance-
—— ments to RLP that further increase application layer throughput
Logging | while minimizing the consumption of precious radio resources like
Database | transmission power. The latter is of particular importance for bat-
. tery-powered mobile devices. We then quantify the benefit of link
Figure 2: Current measurement platform. layer error recovery by evaluating the performance of pure end-to-

) ~end error recovery (e.g., “standard” TCP [44] or “non-standard”
At this Stage of our work we have Only performed measurements |nTCP extensions as, e.g., studied in [47]) for Comparison purpose.
commercially deployed GSM networks where the network-side of
RLP was not accessible. This means that we could only collect | I I I I I I I I
downlink block erasure traces. Nevertheless, this allowed us to
understand the GSM-CSD channel error characteristics to a degree N | chamen

that was sufficient enough for our analysis. We do not believe that ———g————pyg—y—gr———gr—g—7 chamel2
additional uplink block erasure traces would have changed our con-

. Legend:
clusions. [ Packet; Length represents the packet transmission delay.
PPP I Gurst Error; Length represents the duration of this condition.
e e e e e .. [ Error-free Channel; Length represents the duration of this condition.
RLP . . -
—— — —— —) Figure 4: Two different channel error characteristics.
FEC/
The performance difference between the two protocol design alter-
- ) natives mainly depends on the wireless channel’s error characteris-
O 1 s overime. <sionaeley Th
| - tics over time versus the channel’s patketnsmission delay. This
— [ ; = Vel sy
Elthe"‘ell Gateway ] is sketched in Figure 4 where “burst error” denotes time intervals
Fixed Host | | com Mobile Host | during which data in transit isntirely corrupted. With respect to
- UNIX (BSDi 3.0) GSM-CSD a burst error corresponds to a series of back-to-back
I Basestation

| block erasures (see Section 3.1) where the channel is error-free
before and after that series. A wireless channel’s error characteristic

I
RLPDUMP I I RLPDUMP

o — = | —_—— - is determined by the length of burst errors and the correlation
Looging between them, i.e., whether burst errors occur in clusters or more

Database | isolated. Link layer error recovery is less effective on wireless links
where the length of burst errors is large compared to the packet

Figure 3: Future measurement platform. transmission delay (see “Channel 1” in Figure 4). In this case pure

end-to-end error recovery often yields better throughput results by
Ultimately, we will use a stand-alone GSM basestation with a ded- saving link layer protocol overhead. Another case is sketched with
icated gateway that is being developed as a part of the ICEBERG'Channel 2" in Figure 4 where the length of burst errors is small
project [51]. The gateway “translates” between circuit-switched compared to the packet transmission delay and burst errors often
(voice and data) and IP-based packet-switched traffic. As shown inoccur isolated (e.g., one burst error per packet transmission delay).
Figure 3 we are currently enhancing this gateway to also terminateln this case the link layer overhead is often more than amortized
RLP and run RLPDUMP. With this platform we will then be able
to also collect detailed uplink information and, e.g., trigger cell han-
dovers in a controlled fashion. 3. Comprising the transport layer segment, the transport and net-

work layer headers, and the packet framing overhead (e.g.,

PPP [48]) required on this channel. Note, that this doés
include RLP overhead.




when the “right” frame size is chosen (see Section 4.2). Studyingerasure traces required for the outlined performance evaluation. In
this trade-off requires a realistic characterisation of the wireless particular we wanted to find answers to the following questions:

channel and motivates our measurement-based analysis approach
further outlined in Section 3.4.

The key premise for our analysis is a model of a network-limited
bulk data transfer based onraiable end-to-end flow (e.g., TCP-
based). In this case the path’s bottleneck link limits the end-to-end
throughput. Consequently, to make a throughput comparison
between the two above mentioned protocol design alternatives, we
must assume that the GSM-CSD wireless link is the path’s bottle-
neck link. A flow-adaptive implementation of RLP can perform the
flow-type differentiation required to identify reliable flows [32].
This ensures that link layer error recovery does not interfere with
delay-sensitive (usually unreliable) end-to-end flows (e.g., UDP-
based). The requirements of applications using reliable flows are

» Considering the non-adaptive FEC scheme implemented for

GSM-CSD: Is the fixed frame size chosen for RLP optimal
or would a larger frame size yield higher channel through-
put?

Considering adaptive frame length control schemes: How
“fast” do channel error characteristics (block granularity)
change in GSM-CSD? What is the margin of potential
throughput improvement that adaptive frame length control
could possibly yield?

How does pure end-to-end error recovery perform as com-
pared to complementing end-to-end with link layer error
recovery (running an optimal frame size) given the same

simple: the application layer data object should be transferred as radio channel conditions?

fast as possiblbutreliable, i.e. the transfer fails if the data object is :
corrupted when received by the destination application. This trans-3'4 Analysis Methodology
lates into similarly simple quality of service requirements for relia- Altogether we have collected block erasure traces for over 500 min-
ble flows: maximize throughput while the per packet delay is utes of “air-time”. We distinguish between measurements where
(almost) irreleval the mobile host was stationary versus mobile when driving in a car.
All stationary measurements were taken in the exact same location.
We perform a best-case analysis which assumes that the bulk dathe following three categories of radio environments were chosen:
transfer always fully utilizes the wireless bottleneck link. We use ) ) ) ) )
the termutilization as defined in [33] which states that a link is fully ~A. Stationary in an area with good receiver signal strength (3-4):
utilized if it never runs idle and never transmits a packet/frame 258 minutes.
which had already been successfully transmitted before. The latter, . . . . . .
can, e.g., happen in TCP which exhibits go-back-N behaviour afterB' %‘?'&Tﬁ&gg an area with poor receiver signal strength (1-2):
spurious timeouts [34]. Concerning link layer error recovery this '
implies (1) the use of a selective reject based protocol, like RLP (seec. Mobile in an area with mediocre receiver signal strength (2-4):
Section 2); and (2) fully-persistent retransmissions (i.e., a large 44 minutes.
value for “maximum number of retransmissions” which is only
reached when the link is considered to be disconnected) as opposetihe method we used to determine the receiver signal strength is
to a semi-persistent mode as proposed in [28]. It also requires th@ather primitive. We simply read the mobile phone's visual signal
use of large enough windows to allow the transport/link layer level indicator which has a range from 1-5. In the future, we will
sender to always fully utilize the link, i.e. to avoid so-called “stalled continuously log internal signal strength measurements from the
window” conditions [34]. The best-case assumption basically saysmobile phone. That way we will then be able to correlate changing
that we ignore interactions with end-to-end congestion control receiver signal strength with the block erasure traces.
schemes. For the case of TCP over RLP we have shown that this is
valid [33]. For pure end-to-end error recovery, however, this is an Clearly, the size of an RLP frame does not need to match the size of
unrealistic assumption. Certain “patterns” of packet transmission an unencoded data block. Any multiple of the size of an unencoded
errors causing false congestion signals inevitably lead to a reduc-data block would have been a valid design choice. In fact a multiple
tion of the transport layer send rate below the speed of the bottle-of 2 has been chosen for new RLP [19] in the next generation of the
neck link. Nevertheless, a best-case study indicates the theoreticabSM-CSD service which also uses a weaker FEC scheme [20]. The
maximum application layer throughput that pure end-to-end error trade-off here is that larger frames introduce less relative overhead
recovery could possibly provide. Moreover, the best-case applica-per frame, but an entire frame has to be retransmitted even if only a
tion layer throughput as defined here directly translates into radiosingle data block incurs an erasure. Applying a technique, we call
resource consumption (e.g., spectrum and transmission power). Foretrace analysiswe study this trade-off using the large amount of
example, if transport layer sender A only achieves half the through-block erasure traces we collected. Based on a given block erasure
put that sender B achieves, it is using twice as much radio resourcestrace and a given bulk data transfer size, retrace analysis is a way to
reverse-engineer the value of target metrics (e.g., channel through-
Given these analysis goals, we were not interested in identifyingput or number of retransmissions). Retrace analysis emulates RLP
those factors (e.g., noise, fading, interference, or shadowing) thawhile assuming a particular fixed frame size and fixed per frame
caused measured block erasures. Rather, we were interested in th@verhead. We then iterated the retrace analysis over a range of RLP
aggregate result (similar to the approach suggested in [40]). That isframe sizes defined in terms multiples of the data block size. That
we were interested in the above mentioned characteristics of blockvay we could for example find the frame size that would have max-
imized the bulk data throughput for a particular block erasure trace.
For the analysis presented in Section 4, we assume a per RLP frame
overhead of 6 bytes for the regular header (see Section 2) plus 1
byte for each block in a frame larger than one block. The extra byte
per block is needed for frame synchronisation for our planned
implementation of a modified RLP using larger frathes

4. In theory, it would not matter in a file transfer if the first
packet reached the destination last. What matters is that the
file transfer is completed in the shortest amount of time. In
practice, e.g., transport layer receiver buffers required for
packet re-sequencing place a limit on the maximum per
packet delay that is tolerable without affecting performance.
This limit is nevertheless low.



We used different block erasure traces for our analysis. One whichshows how strongly the GSM-CSD channel is protected by FEC
we calltrace_Ais a concatenation of all block erasure traces we col- and interleaving, leaving little error recovery work for RLP. This is
lected in environmentA (see above). Likewisetrace_B and especially striking because radio environmimtas not even ideal
trace_Care the concatenations of all block erasure traces we col-as it only provided a receiver signal strength of 3-4. Many radio
lected in environmenB and C, respectively. We then chose an environments often provide a maximum receiver signal strength of
appropriate bulk data size to cover the entire trace (e.dgraf@ B 5. This indicates that a weaker FEC scheme and/or a larger RLP
a size corresponding to a transmission time of 215 minutes was choframe size would increase the channel throughput in such radio
sen). Once the retrace analysis had reached the end of a trace énvironments. The results folmce_Bandtrace_Care similar but
wrapped around to its beginning. In addition, we wanted to under-very different from the results ftrace_A In both of these environ-
stand the impact of error burstiness, i.e., the extent to which the dis-ments, over 30 percent of all sub-traces had no single block erasure
tribution of block erasures within a trace influenced our results. For or a BLER of less then 0.01. But overall the BLERS vary consider-
that purpose, we artificially generated three more “non-bursty” ably and can be as high as 0.28 (!). These large variations take place
block erasure traces,trace_A_even trace_B even and over time scales of one minute (the length of one sub-trace which
trace_C_evenwhich had the same BLER as the corresponding real corresponds to 3000 RLP frames). This is definitely “slow” enough
traces, but with an even block erasure distribution. I.e. those traceso make adaptive error control schemes applicable even within the
had single and isolated block erasures with a constant distance t@same radio environment (e.g., environmBn{This is an important

each other. result because otherwise such schemes would only be effective if
the mobile user changed location to a different radio environment.
4. Measurement Results The reason is that adaptive error control schemes can only adapt

with a certain latency, which depends on the delay required to feed-
In this section we provide the answers to the questions we put for-back channel state information. In our future work, we will study
ward at the end of Section 3.3. We show that the throughput of thethe potential of adaptive frame length control (e.g., proposed in [17]
GSM-CSD channel can be improved by up to 25 percent by increas-and [31]) as a technique to increase channel throughput. This deci-
ing the (fixed) RLP frame size. Our results also suggest that tech-sion is partly driven by our measurement-based analysis approach
niques like adaptive frame length control and adaptive FEC areand the fact that we are not able to implement schemes like adaptive
worth further exploration for additional increases in channel FEC(as implemented in EDGE and GPRS --> refa)our testbed
throughput. Furthermore, we argue why in systems like GSM-CSD, (see Section 3.2).
pure end-to-end error recovery fails to optimize the end-to-end per-
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§ Figure 6 shows the cumulative distribution function for the burst
s error lengths, i.e., the number of consecutive blocks that suffered an
erasure, fotrace_Bandtrace_C There was no point in showing
. the distribution fotrace_Aas it was basically error-free. As seen in
0 002 004 006 008 01 012 014 016 018 02 022 024 026 028 both graphs, over 50 percent of all burst errors are onIy 1 or 2 blocks
BLER long. It can also be seen that longer error bursts are more common
when the mobile host is stationary, e.gtrace_Bless than 5 per-
Figure 5: Measured BLERSs. cent of all error bursts are larger than 26 blocks wheressde_C

this number drops to 18. As discussed in Section 3.3, the problem
Figure 5 summarizes the BLERs that we have determined in thisis that the distributions shown in Figure 6 alone do not sufficiently
manner. The BLERSs for the sub-tracestrate Aare not shown describe the wireless channel’s error characteristic. Those distribu-
because we founiace_Ato be almost free of block erasures: over tions do not show whether the burst errors occurred in clusters or
96 percent of all sub-traces did not have a single block erasure ()vere isolated, i.e., the correlation between error bursts is not cap-
and the remaining ones had a BLER of less then 0.0025. This resultured. In the following section we show how the (fixed) frame size,
which maximizes channel throughput, can be used as a metric to
quantify this correlation.

5. One bit per block would have been sufficient to distinguish
the beginning block in a frame but that would have made the
implementation more complex.



4.2 Error Burstiness Allows for Larger Frames This effect can seen by comparing the graptee_C and

The results from the preceding section already suggest that in man{facé_C_evefsee definition in Section 3.3) in Figure 7. The retrace
GSM radio environments, a higher channel throughput could beanaIySIS fortra(;e_C_evetyleIds an optimal .frame size of only 60
achieved by increasing the RLP frame size. We determine the fixedbytes (comparlnga}ce_Bandtrape_B_eveglvgs the same (esult).

RLP frame size that maximizes channel throughput in each of the!" fact one could view the quotient of the optimal frame size for an
three radio environments B, andC. This also indicates the margin error trace (bit error trace or block erasure trace) and the corre-
of potential throughput improvement that adaptive frame length sponfilng —everl trace as theburst error factor The clqser a
control could possibly yield. The implementation complexity of (race’s burst error factor is to 1 the less the corresponding channel
such techniques must be justified with substantial performanceeXh'b'ted error burstiness. Note, though, that the burst error factor
improvements. Thus, if the margin was too small, it would not be also depends on the per frame overhead chosen for the retrace anal-
worthwhile to continue studying algorithms for adaptive frame ysis. To eliminate this dependency one qould base the definition of
length control in the current GSM-CSD. For that purpose, we per- the burst error factor on a retrace analysis that assumes a per frame

formed the retrace analysis described in Section 3.3. The results argverhead of zero.

shown in Figure 7. As can be seen an optimal frame size of 1410

bytes would have yielded a throughput of 1423 bytes/sdoe_A 4.3 Problems of Pure End-to-End Error Recovery

and a frame size of 210 bytes would have maximized throughput toBased ornirace_GC we performed the best-case analysis described in
1295 bytes/s fotrace_C The results fotrace_Bare so close to  Section 3.3 using TCP [44] as an example of a pure end-to-end error
those otrace_Cthat we do not show them here. However, the grad- recovery protocol. For that purpose we repeated the retrace analysis
ual performance improvements in the casetrate_A rapidly assuming a pavITU (Maximum Transmission Un{§0] overhead
decrease above a frame size of 210 bytes. A frame size of 210 bytesf 47 bytes (20 bytes TCP header, 20 bytes IP header, and 7 bytes
would still have yielded a throughput of 1392 bytes/s. This is of PPP overhead). The retrace analysis yields that the end-to-end
important for our future work as it indicates that for an adaptive throughput is maximized with an MTU size of 690 bytes. The rea-
frame length control algorithm it would probably be sufficient to son for the difference compared to the retrace analysis of RLP is the

adapt the frame size in a range of about 30-210 bytes. larger overhead per transmission unit. The first row of Table 1
shows the result for commonly used MTU sizes. The second row
1600 i Thron ahout = 1500 byieds shows the end-to-end throughput that is achieved when running
1400 A snosnnnnsnnssessciaconsgas RLP with a frame size of 210 bytes which provides a channel
Agﬁuuiuummmmnmmg@cﬂ%g race- throughput of 1295 bytes/s (see Figure 7).
1200 =] O0O0O0o0ooooooonn
= 2 A°,, Optimal Frame Size = 210b yies Optimal Frame Size = 1410 b ytes
q © o(Throughput ~ 1295 bytes/s => 18 % im provement ) rou ghput es/s
§ 10 oTpm Foge sze a0 ves o MTU MTU MTU
S oo [ rousheul g0 byeests) 296 bytes | 576 bytes |1500 bytes
g” 600 - Pure End-to-End 1151 1219 1196
g ° lrace_C_even (No Header Compr.) T T | 4.9%
400 . 0
. . 5.2% [24% 3
End-to-End with RLP I
200
- (No Header Compr.) 1094 1191 1255
0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500 . 7 600 38% 74%
End-to-End with RLP |'¥ v v
RLP F Si B
rame Size (Bytes) (With Header Compr.) 1239 1265 1284

Figure 7: Throughput versus Frame Size.
Table 1: Application Layer Throughput in bytes/s.
Thus, a key result is that the (fixed) frame size chosen for RLP in
the current GSM-CSD was an overly conservative design decision.As can be seen, pure end-to-end error recovery achieves a 2.4 and
Increasing it to 210 bytes would increase the channel throughput byb-2 percent higher best-case application layer throughput for MTU
at least 18 and up to 23 percent (!) depending on the radio environsizes of 576 and 296 bytes, respectively. This shows that pure end-
menf. This still leaves a (theoretical) margin of potential through- to-end error recovery would consume less radio resource for these
put improvement of 8-16 percent for adaptive frame length control, MTU sizes as discussed in Section 3.3. However, even when TCP-
depending on the radio environment. We were not able to verify SACK [35] is used, it is unlikely that the advantage in end-to-end
which studies have led to the decision to standardize an RLP framéhroughput would be achieved in practice. This is due to interfer-
size of 30 bytes [18]. However, if such studies had been carried ouence with the end-to-end congestion control scheme commonly
at all, our results show that they must have been based on an unrémplemented in TCP [1] as discussed in Section 3.3. The benefit of
alistic error model of the GSM-CSD radio channel. In any case ourlink layer error control becomes evident with larger MTU sizes
results highlight the importance of measurement-based analysis ofe.g., the commonly used 1500 bytes - see Table 1) and when TCP/
protocol performance over wireless links. IP header compression is used over the wireles§ Frde pure end-
to-end error recovery, TCP/IP header compression as defined in

Another less obvious, but nonetheless plausible result is that the
error burstiness on the GSM-CSD channel allows for larger frame 7 | this case we assume that the TCP/IP header is compressed
sizes than if block erasures were evenly distributed, i.e., not bursty. to an average of 6 bytes. Although, compressed TCP/IP head-

ers are typically 4 bytes long, a network-limited TCP connec-
tion drops one packet - in the ideal case - per congestion

6. [For example, fotrace_Athe retrace analysis yields a avoidance cycle. This causes one packet to be sent with a full
throughput of 1392 bytes/s for a frame size of 210 bytes and a header (40 bytes), and 2 packets - after the packet loss and
throughput of 1138 bytes/s for a frame size of 30 bytes/s. For after the retransmission - to be sent with a compressed header
trace_Bandtrace_Cthese frame sizes yield a throughput of of 7 bytes. Given the bandwidth-delay product of GSM-CSD

1295 bytes/s and 1096 bytes/s, respectively. link this leads to the mentioned average of about 6 bytes.



[15] and [25], are not an option. The reason is that [25] causes thewith IP header compression schemes. Future systems favour link

loss of an entire window worth of packets for each packeaftest layer error recovery even more. For once weaker FEC schemes are

the compression point; a likely event on unreliable wireless links. being deployetiwhich most likely further decrease the throughput
optimal frame size on those wireless links. Also, the next generation
of the IP protocol [14] requires a minimum MTU of 1280 bytes and
recommends an MTU of 1500 bytes or more on links such as GSM-
CSD.

Another shortcoming of pure end-to-end error recovery is that each
retransmission has to traverse the entire path. This is depicted in
Figure 9 fortrace_Cshowing the number of retransmissions (as
fraction of the overall number of transmissions) that are required for
a range of different MTU sizes. The commonly used MTU size of
1500 and 576 bytes would cause 18 and 12 percent retransmissions,
respectively. Thus, such flows impose an unfair load upon a best-
effort network, such as the Internet, and also upon shared wireless
access links (e.g., 802.11 WLANS). Apart from fairness concerns,
a higher fraction of retransmissions also decreases the end-to-end
throughput if the corresponding packets had already traversed the
bottleneck link regardless of where that is located in the path. This
is a common situation when, e.g., data is downloaded from the
Internet and the last-hop is an unreliable wireless link. End-to-end
While, the twice algorithm proposed in [15] is more robust, it error recovery complemented with link layer error recovery running
causes the same problem when 2 or more packets with compressealer the wireless link, on the other hand, does not require a single
headers are lost back-to-back. However, this is a likely event for theend-to-end retransmission; at least in the case of GSM-CSD [33].
GSM-CSD wireless link (if not protected by RLP) as shown in Fig-

ure 8. The cumulative distribution of the length of back-to-back 5§ Discussion

packet losses shows tHz®? (3 MTU sizes !!Ipercent of all such

losses have a length of 2 or larger. Alternatively, [15] also defines The intention of this section is to set our results into the broader
a “header request” mechanism which in fact is a link layer error context of how to solve the problem of “reliable flows over wireless

Figure 8: Burst error length distribution (packet level).

recovery mechanism.

20

i
@

i
=

i
=

i
N

i
1S)
=)

3
g
o

I

IS

N

Number of Retransmissions (Percent)
o
o
o

o

0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500

MTU (Bytes)

links”. Finding a general solution to this problem requires the con-
sideration of more design parameters than was necessary for the
performance analysis presented in Section 3 and Section 4. At are
those design parameters that we discuss in this section. After restat-
ing the problem in more general terms in Section 5.1, we provide a
comprehensive review of related work in Section 5.2, and discuss
the pros and cons of those approaches and the mentioned design
parameters in Section 5.3.

5.1 Restating the Problem: Congestion or Corruption?

Applications sharing a connection-less best-effort network need to
respond to congestion to ensure network stability. Traditionally,
congestion control has been implemented at the transport layer. [24]
first described the fundamental algorithms that are most used in the
Internet today [1], [53]. One of the key elements for any congestion
control algorithm is theongestion signahat informs senders that

Figure 9: Number of end-to-end retransmissions. congestion has or is about to occur. In this section we assume a
sender-side implementation of transport layer congestion control,
One could argue in favour of pure end-to-end error recovery by and if applicable also error control. The same discussion also
requiring the wireless link’'s MTU to be set to small values. Trans- applies to receiver-based implementations. One distinguishes
port protocols like TCP could then use M&S optior(Maximum betweenexplicit congestion signals issued by the network and
Segment Size) grath MTU discover}50] to adapt the path’'s MTU implicit congestion signals inferred from certain network behavior.
accordingly. However, that does not work when the link's end Nevertheless, routers in today’s Internet do not issue explicit con-
points (e.g., the PPP peers) are not “aware” of the fact that the linkgestion signafg) although this might be implemented in the future
includes a wireless segment as, e.g., in GSM-CSD (see Figure 2)[45]. Two approaches have been discussed for senders relying on an
Also, the path’s MTU cannot be re-negotiated during a connectionimplicit congestion signal: delay-based and loss-based. Unfortu-
in current transport protoc&isThus, potential advantages of adap- nately, it is often not possible to draw sound conclusions from net-
tive packet/frame length control schemes could not be realized.work delay measurements (see e.g. [7]). In particular it is difficult
Link layer error recovery, on the other hand, does not have theseo find characteristic measures such as the path’s minimum round
problems. It is independent of MTU sizes and also interworks well

9. Weaker FEC schemes are used in the new GSM-CSD service
[20] and the upcoming GSM packet-switched data service
[21] (need a better ref)

10. At least after theource quencb0] has been banned.

8. Implementing such a mechanism would also be a poor design
choice as optimizing a link’s frame length is not an end-to-
end issue.



trip time because of route changes [41] or due to persistent congesPure end-to-end approaches do not maintain transport layer state in
tion at the bottleneck link. Consequently, “packet loss” is the only the network and make no assumptions about the existence or non-
signal that senders can confidently use as an indication of congesexistence of dedicated link layer (e.g., error recovény) network
tion. It is implemented either as a direct [1] or an indirect trigger layer (e.g., cell handover indications) support. This category
based on a perceived packet loss rate [53] to throttle the flow’s sendncludes (1) existing end-to-end protocols (e.g. TCP itself [1], [44]);
rate. We refer to such flows as belogs responsiven this sense (2) “non-standard” extensions of existing end-to-end protocols and/
a TCP-based flow is a reliable loss responsive flow, whereas aor their implementation (e.g., [26], [34], [35], [47]); and (3) new or
“TCP-friendly” UDP-based flow is an unreliable loss responsive not widely deployed end-to-end protocols (e.g., [13]). Adding the
flow. notion of selective acknowledgements (SACK) to TCP [35] is a
way to deal with damage loss over unreliable wireless links [47].
However, “packet loss” is not unambiguous. Packets can get lostThe advantage is that a sender can quickly recover from multiple
because of packet drops due to a buffer overflow at the bottleneckost packets in a single round trip time and that such an event is
link or because of packet corruption due to a transmission error. Thetreated a®necongestion signal instead of one signal for each lost
former indicates congestion, the latter does not. A sender is not ablgacket. In case a particular packet must be retransmitted more than
to discriminate among these events, because packet corruption uswence, [47] proposes a further enhancement to the TCP sender
ally leads to a frame checksum error and subsequent discard of thassuming a SACK receiver. In [33] we recommend implementing
packet at the link layer. Hence, transmission errors beyond a certairthe timestamp option [26] as a way for the TCP sender to more
rate inevitably lead to an underestimation of available bandwidth closely track the round-trip time. This yields a more accurate pre-
for loss responsive flows. As a consequence, applications can onlydiction used as a basis for the retransmission timer and can thereby
fully utilize their share of bandwidth along the path if transmission avoid spurious timeoutsTCP-Eifel proposed in [34] uses the
errors are rare events. This explains why wireless links are oftentimestamp option to eliminate thretransmission ambiguity prob-
problematic: whereas transmission error rates on today’s wirelinelem [27]. It thereby avoids duplicate retransmissions caused by
links can be safely neglected, this is not true for wireless links. In TCP’s go-back-N behavior after spurious timeouts. In addition, it
addition, when hosts are mobile, cell handovers may cause data losavoids an unnecessary reduction of the flow’s send rate by restoring
and some wireless networks may in certain situations only providethe TCP sender’s congestion window after spurious timeouts and
intermittent connectivity. We view the latter as “long” transmission after spurious fast retransmits. The latter happens in case of packet
errors that do not have to be treated different from “normal” trans- re-orderings beyond tHeUPACK thresholdsee [50]).
mission errors. All these effects lead to non-congestion related
paCket IOSS. Pure End-to-End: | cross Layer Signalling
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Figure 10: Approaches to solve “TCP over Wireless”.

number of packets that are sent per cycle ipthbing loss ratél.
This rate is different for every path, depending on its bandwidth/

delay produc,Jt2 (see e.g. [33]) and MTU. Hence, a sender is insen-

sitive to transmission errors as long as the damage loss rate staygard-state transport layer approaches encompass all forms of
below the probing loss rate. splitting” by running a separate transport layer connection over the

wireless link. The concept was initially proposed in [3], and has

5.2 Existing Approaches been used in other work including transjt satellite links [23]. Any

) ) protocol can be chosen for the wireless link, e.g., [11] and [30] sug-
While we are not aware of any work that studies the problem of Iossgest combining splitting with a link layer approach. Some split
responsive flows over wireless links in general, the particular prob- ggjutions [3], [23], [30] violate the end-to-end semantics of TCP’s
lem of TCP over wireless links has been investigated in severalgrror control scheme. They do this by allowing the network-based
studies discussed in this section. We have categorized the proposegroxy to acknowledge data before it has reached the TCP receiver.
solutions as shown in Figure 10. Note that the dark shaded areasghe solution proposed in [11] implements splitting while maintain-
indicate whether a transport protocol or its implementation must being these end-to-end semantics. It targets the problem of frequent
changed, or whether transport protocol dependent state has to bgngjor long disconnections. In case of disconnections a transport
maintained in the network. The lightly shaded areas indicate jayer proxy issues TCP ACKs which shrink the advertised window
changes required at the link layer. Conceptual design considerayg zero. This forces the TCP sender ip&sist modd50]. In this
tions that favour one or another solution are further discussed inyode the TCP sender does not suffer from timeouts nor from expo-
Section 5.3. We do not discuss solutions that suggest protocolsyential back-off of the retransmission timer value. The major bene-
resulting in flows which are not loss-responsive, e.g. [13]. fit of hard-state transport layer solutions is that the end-to-end flow
is shielded from damage loss on the wireless link, and the flow can
fully utilize its share of bandwidth over the entire path. The concept
of splitting lends itself well to non-TCP flows.

11. In [24] the number of packets sent per cycle is called the win-
dow equilibration length and is approximate(mfsﬁS where

W is the window size at the end of a cycle. More details can 13. Despite this definition, in the preceding sections we have
e.g. be found in [36]. used the term “pure end-to-end error recovery” implicitly
12. As a consequence, it is impossible to “know” the probing loss referring to the case where the wireless linkasprotected

rate at any link layer along the path. by link layer error recovery.



The Snoop protocol developed in [4] and extended in [5] imple- e.g., GSM digital cellular networks (see Section 2). Note that none
ments “TCP-aware” local error recovery (as discussed further of the variations of the Snoop protocol are considered here. The
below, we avoid calling think layererror recovery as we associ- basic difference being that link layer solutions as used in this con-
ate a different meaning with that term). Its advantage over splittext are not tied into the semantics of any higher layer protocol.
solutions is that the transport layer state maintained in the networkLink layer error recovery can yield excellent TCP bulk data
is soft i.e., it is not crucial for the end-to-end connection. However, throughput without interfering with end-to-end error recovery
the solution has limitations. When sendtoghe mobile host, pack-  [6][17][33][37]. The key advantage of link layer error control
ets dropped at a bottleneck link between the wireless link and theschemes is that local knowledge about the continuously changing
mobile host (i.e., when the wireless link is not the last-hop link) are channel error characteristics can be exploited to optimize error con-
mistaken for damage loss by the TCP-aware cache sfthep trol efficiency as shown in Section 4. The second advantage is that
agen). The congestion signal (the three DUPACKS) is not propa- it does not require any changes to the IP-based protocol stacks. The
gated back to the sender. For packets fsentthe mobile host, the  drawback is that in state-of-the-art networks link layer error control
proposed Explicit Loss Notification (ELN) scheme [5] causes a schemes are applied irrespective of the QoS (Quality of Service)
problem. If the wireless link itself (or any other link between the requirements of individual flows (more precisely: of the corre-
mobile host and the wireless link) becomes the bottleneck, packetsponding applications) sharing the link. A flow that is best served
lost due to congestidficannot be discriminated from those lostdue with persistent link layer error recovery cannot share the link with
to damage. An ELN is sent in either case by the snoop agent, ané delay-sensitive flow intolerable of delays introduced by link layer
the sender again relies on external means to get the congestion sigetransmissions. On the other hand, an application might be able to
nal (e.g., thesource quenclf50]). Consequently, in both cases the tolerate higher loss rates in return for higher available bit rates than
end-to-end semantics of TCP’s congestion control scheme [1] arethe link’s forward error correction scheme provides.
violated. A “fix” to this problem has been proposed in [5] by imple-
menting the snoop agent symmetrically on both sides of the wire-Flow-adaptive link layer solutions remove the drawback of “pure”
less link. With that approach the ELN scheme can then be used tdink layer schemes mentioned in the preceding paragraph. The key
unambiguously discriminate between packets lost due to damagedea is to adapt the link layer error control schemes to the individual
and those lost due to congestion. However, the approach is equivaQoS requirements of each flow sharing the link. The flows’ QoS
lent to link layer error recovery (segmentation and reassemblyrequirements are derived (only) from the IP headers - mainly the
could be added to the snoop protocol) leaving the benefit of “TCP-proposed differentiated service field [8] but also any other field -
awareness” in question. and are made available to the link layer on a per packet basis. This
may be implemented through a capable network-layer/link-layer
Cross layer approaches make the flow’s sender aware of the propinterface definition or else by having the link layer itself inspect
erties of the wireless link. This is achieved by having the link or net- each packets IP header. The latter may be viewed as a violation of
work layer inform the transport layer sender about specific eventsthe design principle of “protocol layering”, but has the advantage
like (e.g., link outages, packet transmission errors, or cell han-that existing implementations of network-layer/link-layer inter-
dovers) so that it can adapt accordingly. The solution proposed infaces do not have to be changed. The concept of flow adaptive link
[16] uses ICMP (Internet Control Message Protocol) [50] to (out- layer implementations was introduced in [32], which developed a
of-band) signal all active receivers that the link is in a bad state (e.g.coarse grained differentiation between reliable (TCP, ICMP) and
a link outage). The receiver reflects the signal to the sender using ainreliable (UDP) flows. In that study the protocol identifier field in
dedicated TCP option field. In the network that was studied in [16], the IP header is used to choose whether or not to run link layer error
the reverse path did not traverse the “problem link”. The ELN recovery; avoiding it for UDP-based flows which is assumed to
scheme proposed in [5] is similar but uses in-band signals (ELNscarry delay-sensitive data. However, this solution is limited
are piggy-backed onto certain DUPACKs as a TCP ob?}dm) because not every UDP-based flow is delay-sensitive as some
inform the TCP sender about packets lost due to damage. Thisapplication layer protocols build end-to-end reliability on top of
assumes perfect knowledge of such events which in practice mightUDP (see e.g., [22], [49], [54]). Therefore, [34] proposes to encode
be difficult to implement. [12] focuses on the problem of data loss the “reliability” QoS requirement in the IP header’s differentiated
caused by cell handovers. The solution does not require access tservice field.
transport layer headers in the network but instead requires support
from the mobility management function provided by the wireless 5.3 Design Considerations

neltlwr(])rk. dlt suggestt§ mfortr::ggtthet transp;)r;[ Ia}.ﬁ: serzlier a%OUt 3n this section we discuss design considerations we believe are rel-
cell handover tp rigger st retransmitaigorithm [24] anc evant when solving the problem of loss-responsive flows over wire-
thereby avoids idle waits for the retransmission timer to expire to less links. We use these guidelines to assess the approaches

recover the loss. presented in Section 5.2.

Lipk Iaye( error gontrol schemes aim at hid[ng the artifacts of the Error Control Performance
wireless link to higher layer flows. The techniques include adaptive
forward error correction, interleaving, adaptive power control, and
link layer error recovery protocols [2], [18], [19], [21], [28], [39].

Some wireless networks use none of those (e.g., early commerciall
available 802.11 WLANS), while others implement combinations

Error control performance is the strongest argument in favour of
link layer error control schemes. In Section 4 we show that link
3fayer error recovery over wireless links is essential for reliable
' flows to optimize end-to-end performance (throughput and fair-
ness) while minimizing radio resource consumption. We believe
that a similar line of argumentation applies to unreliable but delay-
sensitive flows. One challenge here is to find, e.g., the optimal
amount of channel coding required to achieve a target range of user
data bandwidths versus residual loss rates. Implementing an opti-
mal solution only from the end points of a path seems impossible;

14. In [33] these effects were measured where packets got
dropped locally at the mobile host because of congestion at
the first-hop wireless link.

15. This requires that the E#hdthe TCP checksum be re-com-
puted.



even if knowledge about the ever changing error characteristics ofcapable of discriminating reliable from delay-sensitive flows the
each wireless link in the path was available. Therefeeggromote question about how to treat reliable flows (defined in Section 3.3)
flow-adaptive implementations of link layer error control remains. The options are to implement either semi-reliable or fully-
schemesFlow-adaptive wireless links [34] are what the end-to-end reliable link layer error recovery. semi-reliable sendegives up
argument [46] calls “an incomplete version of the function provided after a few retransmission attempts, discards the corresponding
by the communication system [that] may be useful as a performancepacket, and resumes transmission with the next packet. This intro-
enhancement”. We believe that carrying communication-related ducesretransmission delagn the order of a few 100 milliseconds
QoS requirements as part of the flow’s headers, as proposed in [8][28] or in more persistent implementations on the order of a few
and adapting lower layer functions such as error control accord-seconds like in RLP as described in Section 2uldy-reliable
ingly, advances the discussion provided in section 2.3 of [46]. senderon the other hand, does not lose any of a flow’s packets even
Flow-adaptive implementations of link layer error control schemes over long link outages, up to some conservative termination condi-
allow to optimize those schemes with respect to the flows’ QoS tion!”. An upper limit for such a condition is théSL (Maximum
requirements. For example, as discussed in Section 3.3, channebegment Lifetimg#4] of 2 minute$®which also serves as an upper
throughput can be aggressively maximized for a reliable flow as thebound for the reassembly timeout after IP fragmentation [9]. We are

per packet delay is less important. not aware of the existence of such a reliable link layer protocol
implementation, although [18] can be configured to attempt 128
Transport layer error recovery algorithms, such asEifed algo- retransmissions which corresponds to about 25-50 seconds depend-

rithm [34] (see also Section 5.2), further increase end-to-end erroring on the GSM-CSD implementation.
recovery efficiency. Despite the deployment concerns described
below, we promote the deployment of the Eifel algorithmfor The end-to-end argument [46] tells us that it is not worth the effort
TCP in particular, and in general for any reliable transport protocol to implement “perfect” reliability at the link layer. Yet, our design
that implements congestion control similar to [1]. It yields the most should eliminate non-congestion related packet loss to avoid the
efficient error control by avoiding duplicate retransmissions. In problems outlined in Section 5.1. Implementing semi-reliable link
addition, it provides higher end-to-end throughput (compared to layer error recovery is always a compromise that avoids this con-
“standard” TCP) over paths that exhibit frequent packet re-order- flict by emphasizing end-to-end error recovery. However, this
ings beyond the DUPACK threshold and/or large delay varidffons approach has some fundamental problems. First, the sender has no
(high enough to frequently cause spurious timeouts). In addition,way to decidewvhento “give up” and discard the packet to stay
we argue that an adaptive transport layer retransmission timerwithin the bounds of TCP’s retransmission timer and/or to reduce
should not be tuned to prevent all spurious timeouts. In wireless netthe rate of non-congestion packet losses below a certain target rate.
works that often only provide intermittent connectivity, spurious This is not feasible as it requires knowledge of the path’s round trip
timeouts are unavoidable, anyway. A transport layer retransmissiontime, which cannot be known at the link layer (unless it was carried
timer which is too conservative has a negative impact on end-to-endn the IP header). Therefore, a semi-reliable sender requires a chan-
performance whenever the sender has to resort to a (long) timeouhel with strong FEC in order to keep the rate of false congestion sig-
to recover a lost packet. This affects interactive applications butnals due to non-congestion related packet discards low (below a
also bulk data transfers as soon the receiver’s receive buffer isworst-case rate that has to be estimated but cannot be known).
exhausted to absorb any further out-of-order packets. As a result thédence, the channel throughput cannot be maximized as discussed
sender is blocked from sending any further packets. Instead, weabove in the context of error control efficiency. Together with the
believe that an adaptive transport layer retransmission timer shoulchon-data-preserving property of semi-reliable link layer error
be “reasonably” conservative while a sender should be able torecovery, this cannot yield optimal end-to-end performance as dis-
detect spurious timeouts and react appropriately by using the Eifelcussed in Section 3.3. Another fundamental problem occurs in case
algorithm. of temporary link outages, e.g., when a user roams into (and back
out of) an area without wireless connectivity. In this case all of the
Given a reliable wireless link, transport layer selective acknowl- flow's unacknowledged packets are eventually discarded by the
edgements [35] have nothing to add apart from improving error semi-reliable sender. This causes an idle wait for a possibly backed-
recovery efficiency in the case of burst packet loss caused by conoff transport layer retransmission timer to expire before the next

gestion. Nevertheless, many legacy networksatprovide relia- packet is sent while the link may have already become available
ble wireless links. Thus, for both reasons transport layer selectiveagain. If, on the other hand, packets were still queued at the wireless
acknowledgements should be used where possible. link, the end-to-end flow of data could be re-started immediately

after the link has become available. Therefave, promote the
Semi-Reliable versus Fully-Reliable Link layer Error Recovery implementation of fully-reliable link layer error recovery for
reliable flows as it has none of these problems and guarantees that
There has been debate [17], [28], [33], [52] about how persistentany losd? at the link is due to congestion. This is the right signal to
link layer error recovery should be implemented. For link layer give to the sender of a loss-responsive reliable flow. In case of tem-
implementations that do not provide differentiated error control but porary link outages, this most likely causes a spurious timeout
treat all flows the same, i.e., that are not flow-adaptive, the answer
is straight forward. In this case retransmission persistency must be ) . .
low to not cause interference with'delay-serllsiti've flows. However, 17. tggﬁen’ig&aetstlh,';,sagﬁztg?ﬁgpgrf(ﬂ%%ghdqbl;etﬁ nr?ggﬁgrinr:yrgr
for senders (in this context we omit the prefix “link layer”) that are according to simple drop-tail or a more advanced active
gueue management scheme (e.g., [10]) are never handed to
the link layer.
18. In theory, additional fully-reliable links could exist “further
down” the path. Thus, a more conservative upper limit is to

16. For example, over paths that includelly-reliable wireless

link which provides highly intermittent connectivity. Despite e " :
the conservative retransmission timer implemented in TCP ggl(?ient?hee'\(lpsheb;ijtehre value of thTL (Time To Live}50]
[34], spurious timeouts cannot be avoided in such an environ- 19. Apart from the more unlikely events of link layer error detec-

ment unless dedicated transport layer support is implemented ] .
in the network, as proposed in [11]. tion failures.



which in turn forces a go-back-N behavior in TCP but (1) that's still interference, fading, and shadowing. The key premise for our anal-
better than the idle wait and (2) can be avoided with the Eifel algo- ysis is a model of network-limited bulk data transfer based on a reli-
rithm. For the same reasons that favour fully-reliable link layer able end-to-end flow (e.g., a TCP-based flow).

error recovery for reliable flows, wireless networks providing

seamless terminal mobility should implement mechanisms to sup-For the case of GSM, we show that the throughput of the circuit-
port lossless intra- (and if possible also inter-) system cell han-switched data channel can be increased by using a larger (fixed)

dovers for data belonging to reliable flows. RLP frame size. This yields an improvement of up to 25 percent
when the channel quality is good and still 18 percent under poor
Deployment radio conditions. Larger frame sizes are made possible due to the

channel’s error burstiness, a quantity we define abtinst error
This concerns the required effort to deploy a particular solution, thefactor. Our results also suggest that techniques such as adaptive
incentives for the involved players to do so, but also the interwork- frame length control are worth further exploration as a basis for fur-
ing with other network elements and protocols. Solutions that ther increasing channel throughput in wireless networks such as
require changes to transport layer protocols, or implementationsGSM. This is a topic for our future research, as we plan to imple-
thereof, rely on a large scale effort to be incorporated into operatingment a measurement-based adaptive frame length control scheme in
system software of wireless hosts and/or wireless network gatewayur testbed. This will also require a study of interactions with adap-
(see dark shaded boxes in Figure 10). Pure end-to-end solutionsive FEC schemes as implemented in upcoming wireless systems
have the additional drawback that they require upgrading the largesuch as the General Packet Radio Service (GPRS) and the Universal
base of existing web servers to become effective. NeverthelessMobile Telecommunications System (UMTS).
solutions like TCP-Eifel [34] allow for incremental deployment as
they are backwards compatible and do not change the congestioin general, our case study shows that design alternatives that rely on
control behavior. As opposed to pure end-to-end and also link layerpure end-to-end error recovery fail as a universal solution to opti-
solutions, alternatives that require access to the transport layemize throughput when wireless links form parts of the end-to-end
headers in the network (e.g., [3], [4], [5], [11], [16], [23], [30]) fail path. The fundamental problem is that the path’'s MTU is often too
when network layer encryption [29] spans the gatéwand hard- large to yield efficient error recovery, and that the path’s end points
state solutions further complicate cell handover. Deployment is alsoare not capable of dynamically adapting their MTU to changing
a concern for flow-adaptive link layer solutions. The problem is that local error characteristics on (possibly multiple) wireless links. In
applications today do not explicitly include their QoS requirements many cases, this leads to decreased end-to-end throughput, an
in their flows’ headers. Thus, making flow-adaptive link layer unfair load on a best-effort network, such as the Internet, and a
implementations viable requires further standardization, adoption, waste of valuable radio resources (e.g., spectrum and transmission

and deployment of the differentiated services framework [8]. power). In fact, we show that link layer error recovery over wireless
links is essential for reliable flows to avoid these problems. Also,
General Purpose vs. Dedicated Solutions our results highlight the importance of measurement-based analysis

in wireless networks where protocol performance is highly depend-
We believe that it is a wrong design decision to make transport pro-ent on the radio error characteristics.
tocols, aware of mobility (cell handovers) [12] or aware of the prop-
erties of wireless links [5], [16]. Developers of existing and future We conclude the paper by providing a comprehensive state-of-the-
transport protocols should be able to abstract from these purelyart survey and discuss the pros and cons of existing approaches. We
local issues. We believe that it is also a wrong design decision (andargue that it is possible to design link layer error control protocols
often unnecessary) to make link layer protocols aware of higherthat can flexibly satisfy varying QoS requirements of flows sharing
layer protocol semantics [4], [5] or to install protocol-dependent the link. Towards this end we promote the implementation of flow-
gateways [3], [4], [5], [11], [16], [23], [30]. This would require adaptive link layers. Concerning reliable flows, such as TCP-based
upgrading for every new or changed higher layer protocol, adding flows, we argue in favour of fully-reliable link layer error recovery.
to the deployment problems mentioned before. Also, the link layer As an optional but complementing transport layer mechanism for
solutions proposed in [2], [18], [19], [21], [28], [39] have the prob- reliable loss-responsive flows we promote the use of the Eifel algo-
lem of not being general purpose solutions as mentioned in Sectiorrithm. We believe that the combination of these three mechanisms
5.2 with respect to the undifferentiated use of error recovery. Flow- solve the problem of “reliable flows over wireless links” in the best
adaptive wireless links, on the other hand, are truly general purposgossible way. The major advantages being the independence from
as they are independent from transport (or higher) layer protocoltransport (or higher) layer protocol semantics and the possibility of

semantics while offering differentiated error control. co-existence with any form of network layer encryption. Beyond
that we currently experiment with implementations of TCP where
6. Conclusion and Future Work the sender retransmits not only 12 times [50] and then closes the

connection but until thapplicationdecides to close the connection.
In this paper, we presented the results of a performance evaluation
of link layer error recovery over wireless links. Our analysis is In our future work we will focus on flow-adaptive link layers that
based upon a case study of RLP as an example of a reliable linican optimize the available error control schemes for the QoS
layer protocol implemented in GSM digital cellular networks. The requirements of unreliable but delay-sensitive flows. This will most
study leverages of the large set of block erasure traces we collectetikely require much more explicit information to be provided in the
in different radio environments, with both stationary and mobile IP header than it is the case today.
end hosts. Our measurement-based approach gave us the unique
opportunity to capture the aggregate of real-world effects like noise,

20. Unfortunately, this is also true for transport layer header com-
pression schemes.
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